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Pertanika Journal of Science & Technology
About the Journal
Overview
Pertanika Journal of Science & Technology (PJST) is the official journal of Universiti Putra Malaysia 
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes 
the scientific outputs. It neither accepts nor commissions third party content.

Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the 
publication of original papers, it serves as a forum for practical approaches to improving quality in issues 
pertaining to science and engineering and its related fields.

PJST is a quarterly (January, April, July and October) periodical that considers for publication original 
articles as per its scope. The journal publishes in English and it is open to authors around the world 
regardless of the nationality.

The Journal is available world-wide.

Aims and scope
Pertanika Journal of Science and Technology aims to provide a forum for high quality research related 
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, 
engineering, engineering design, environmental control and management, mathematics and statistics, 
medicine and health sciences, nanotechnology, physics, safety and emergency management, and 
related fields of study.

History
Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals 
as Pertanika Journal of Tropical Agricultural Science, Pertanika Journal of Science & Technology, and 
Pertanika Journal of Social Sciences & Humanities to meet the need for specialised journals in areas of 
study aligned with the interdisciplinary strengths of the university.

After almost 28 years, as an interdisciplinary Journal of Science & Technology, the journal now focuses 
on research in science and engineering and its related fields.

Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.

Quality
We aim for excellence, sustained by a responsible and professional approach to journal publishing. 
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission 
to publication for the articles averages 5-6 months.

Abstracting and indexing of Pertanika
The journal is indexed in SCOPUS (Elsevier), Clarivate-Emerging Sources Citation Index [ESCI (Web of 
Science)], BIOSIS, National Agricultural Science (NAL), Google Scholar, MyCite and ISC.

Future vision
We are continuously improving access to our journal archives, content, and research services. We have 
the drive to realise exciting new horizons that will benefit not only the academic community, but society 
itself.
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Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.

Publication policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications. It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript 
that has been published in full in Proceedings.

Code of Ethics
The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its journal 
publications to reflect the highest in publication ethics. Thus all journals and journal editors are expected 
to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or visit the 
Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php

International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. All Pertanika journals have ISSN as well as an e-ISSN.

Pertanika Journal of Science & Technology: ISSN 0128-7680 (Print); ISSN 2231-8526 (Online).

Lag time
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks). The 
elapsed time from submission to publication for the articles averages 5-6 months.

Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of initial 
submission without the consent of the Journal’s Chief Executive Editor.

Manuscript preparation
Refer to Pertanika’s Instructions to Authors at the back of this journal.

Editorial process
Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript, and 
upon the editorial decision regarding publication.

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are 
usually sent to reviewers. Authors are encouraged to suggest names of at least three potential reviewers 
at the time of submission of their manuscript to Pertanika, but the editors will make the final choice. The 
editors are not, however, bound by these suggestions.

Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt 
of manuscript. Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are 
accepted conditionally, pending an author’s revision of the material.

The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted 
manuscripts.

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the 
most appropriate and highest quality material for the journal.
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Operating and review process
What happens to a manuscript once it is submitted to Pertanika? Typically, there are seven steps to the 
editorial review process:

1. The Journal’s Chief Executive Editor (CEE) and the Editorial Board Members (EBMs) examine 
the paper to determine whether it is appropriate for the journal and should be reviewed. If 
not appropriate, the manuscript is rejected outright and the author is informed.

2. The CEE sends the article-identifying information having been removed, to 2 or 3 reviewers 
who are specialists in the subject matter represented by the article. The CEE requests them to 
complete the review within 3 weeks.

 Comments to authors are about the appropriateness and adequacy of the theoretical or 
conceptual framework, literature review, method, results and discussion, and conclusions. 
Reviewers often include suggestions for strengthening of the manuscript. Comments to the 
editor are in the nature of the significance of the work and its potential contribution to the 
research field.

3. The Editor-in-Chief (EiC) examines the review reports and decides whether to accept or 
reject the manuscript, invites the author(s) to revise and resubmit the manuscript, or seek 
additional review reports. Final acceptance or rejection rests with the CEE and EiC, who 
reserve the right to refuse any material for publication. In rare instances, the manuscript is 
accepted with almost no revision. Almost without exception, reviewers’ comments (to the 
author) are forwarded to the author. If a revision is indicated, the editor provides guidelines to 
the authors for attending to the reviewers’ suggestions and perhaps additional advice about 
revising the manuscript.

4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the CEE along with 
specific information describing how they have answered’ the concerns of the reviewers and 
the editor, usually in a tabular form. The author(s) may also submit a rebuttal if there is a need 
especially when the authors disagree with certain comments provided by reviewer(s).

5. The CEE sends the revised paper out for re-review. Typically, at least 1 of the original reviewers 
will be asked to examine the article. 

6. When the reviewers have completed their work, the EiC examines their comments and 
decides whether the paper is ready to be published, needs another round of revisions, or 
should be rejected. If the decision is to accept, the CEE is notified.

7. The CEE reserves the final right to accept or reject any material for publication, if the processing 
of a particular manuscript is deemed not to be in compliance with the S.O.P. of Pertanika. An 
acceptance letter is sent to all authors.

 The editorial office ensures that the manuscript adheres to the correct style (in-text citations, 
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors 
are asked to respond to any minor queries by the editorial office. Following these corrections, 
page proofs are mailed to the corresponding authors for their final approval. At this point, 
only essential changes are accepted. Finally, the manuscript appears in the pages of the 
journal and is posted online.
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Foreword

i

Welcome to the 1st 2021 issue of the Pertanika Journal of Science and Technology (PJST)!

PJST is an open-access journal for studies in Science and Technology published by Universiti Putra 
Malaysia Press. It is independently owned and managed by the university for the benefit of the 
world-wide science community.

This issue contains 37 articles; 3 review articles, 1 short communication and the rest are regular 
articles. The authors of these articles come from different countries namely Bangladesh, India, 
Indonesia, Iraq, Kenya, Malaysia, Nigeria, Pakistan and Thailand.

Articles submitted for this issue cover various scopes of Science and Technology including: 
applied sciences and technologies; chemical sciences; earth sciences; engineering sciences; 
environmental sciences; information, computer and communication technologies; material 
sciences; mathematical sciences; and medical and health sciences.

An article in this issue discussed the comparison between a proportional-integral controller, low 
pass filters, and the linear quadratic regulator in dealing with the task of eliminating harmonic 
currents in the grid-connected photovoltaic system. The DC/DC converter was controlled by 
perturb and observed technique with maximum power point tracking that concentrated on 
maximizing the available solar power and maintained an acceptable efficiency around the full 
load condition. The simulation results obtained had proven the robustness of the linear quadratic 
regulator over proportional-integral controller and low pass filters. The total harmonic distortion 
found in the grid current fell from 7.85% to 2.13% when the linear quadratic regulator was 
applied. Details of this study are available on page 59. 

A regular article titled “Performance Analysis of the Linear Launcher Motor via Modelling and 
Simulation for Light Electric Vehicles” was presented by Norramlee Mohamed Noor and his 
colleagues. In this study, the analytical method to predict the linear launcher motor was described 
by using 2D-Jmag and MATLAB/Simulink. The performance of the linear launcher motor can 
generate axial force, speed, and displacement of with and without load. The authors stated 
that the maximum force without load was ~1.6kN and force with load was ~1.4kN at 100A. The 
detailed information of this study is available on page 95.

An investigation to determine a multi-epitope based vaccine candidate against Human Adenovirus 
Type B3 (HAdV-B3) respiratory infections by utilising various immunoinformatic approaches was 
conducted by Somnath Panda and co-researchers from AIMST University, Malaysia. Considering 



ii

the heterogeneity of HAdV-B3 and the complexity of generating conventional vaccines, an in-
silico multi-epitope vaccine construct incorporating all epitopes of four major HAdV-B3 hexon 
variants was built. The constructed vaccine had 23 different epitopes which showed non-allergic 
but antigenic nature with 30hours of half-life in vitro and exhibited thermostable nature. The 
researchers believed that this construct would considerably reduce the time and expense of 
biological work needed for future vaccine development. Further details of the investigation can 
be found on page 607.

We anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking and useful in reaching new milestones in your own research. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review process 
involving a minimum of two reviewers comprising internal as well as external referees. This is to 
ensure that the quality of the papers justifies the high ranking of the journal, which is renowned 
as a heavily-cited journal not only by authors and researchers in Malaysia but by those in other 
countries around the world as well.

A special appreciation to all the Editorial Board Members of PJST (2018-2020) for serving the 
journal for the past two years in ensuring Pertanika plays a vital role in shaping the minds of 
researchers, enriching their lives, and encouraging them to continue their quest for new 
knowledge. Also, we welcome the new Editorial Board Members on board. We hope that their 
involvement and contributions towards Pertanika would not only improve its quality but also 
support the development efforts in making it an international journal of good standing.

PJST is currently accepting manuscripts for upcoming issues based on original qualitative or 
quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Dato’ Dr. Abu Bakar Salleh
executive_editor.pertanika@upm.edu.my
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Review Article

Former and Current Trend in Subsurface Irrigation Systems 

Yasir Layth Alrubaye* and Badronnisa Yusuf 

Department of Civil Engineering, Faculty of Engineering, Universiti Putra Malaysia, 43400 UPM, Serdang, 
Selangor, Malaysia 

ABSTRACT

The main purpose of this review is to find the diversity in research studies of subsurface 
irrigation systems in the past two decades. Two periods of five years were selected to 
reflect the research studies at the beginning and the end of the comparing periods range. A 
statistical sorting was used to investigate the distribution of papers according to objectives, 
types of irrigation systems, research methods, and limitations of the studies. Results showed 
that the measurements and evaluations were the most presented objectives of the selected 
papers for both periods. Furthermore, almost 90 percent of the recent papers used multiple 
research methods, unlike the papers published in the former period which only 56 percent 
of them used multiple methods. Also, more than 90 percent of the recent papers used a 
single irrigation system. In conclusion, knowledge of subsurface irrigation systems had been 

advanced in the former studies mostly by 
analyzing the measurements and evaluations 
of the traditional irrigation systems. Unlike 
the former period, the advancement in 
knowledge has been produced in the current 
period by introducing new subsurface 
irrigation systems and more concentration 
by the order of measurements, evaluation, 
and designing, respectively.

Keywords: Irrigation Systems, sub-Irrigation, 

subsurface irrigation, water movement in soil, wetting 

patterns 
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INTRODUCTION

Subsurface irrigation defined by Camp (1998) is the method of applying irrigation water 
directly into the root zone of the soil profile. In contrast with surface irrigation systems, 
subsurface irrigation systems highly reduce human contact with irrigation water which 
sometimes is not freshwater (Qiu et al., 2017). According to Massatbayev et al. (2016) the 
main components structured the properties of subsurface irrigation are emission products, 
construction methods, materials, and packing of the soil. Furthermore, the vital advantage 
of subsurface irrigation systems is reducing the losses such as evaporation and surface 
runoff comparing to the surface irrigation (Montazar et al., 2017). Over the past two 
decades, subsurface irrigation systems had widely developed. Researchers discussed various 
aspects of subsurface irrigation systems such as design, operation, evaluation, measuring 
the wetting fronts, or producing new irrigation products. Also, methods of research studies 
used to achieve these purposes has been changed.

Various methods have been used to review subsurface irrigation systems by researchers. 
In this aspect some review papers can be mentioned. Ayars et al. (1999) summarized 15 
years of research studies in a subsurface drip irrigation system to identify limitations and 
future studies, where they addressed the impact of soil type on selecting irrigation interval 
needed to be further research. Bastiaanssen et al. (2007) used a technique of SWOT to 
analyze the flow of water in unsaturated soils and described the solutions methods for 
managing irrigation systems. They concluded that common sense was not enough for 
developing irrigation systems as it needed the optimal solutions as well. Furman (2008) 
reviewed the subsurface flow of irrigation systems using mathematical forms whereas 
they concluded that both accuracy and applicability were required for subsurface irrigation 
systems to measure the water distribution in the soil profile. Ayars et al. (2015) discussed 
the status of subsurface drip irrigation systems in California by reviewing the current 
research studies and the on-farm practices and they found that subsurface drip irrigation 
had many advantages and could be considered as an effective tool to increase water usage 
efficiency. Rudnick et al. (2019) reported the results and highlighted future research areas 
of limited irrigation strategies conducted by research studies in irrigation systems where 
they noted that the optimal practice of irrigation depended mainly upon irrigation system 
type, soil moisture content, market value, and initial cost. 

Research studies of subsurface irrigation systems need successive contributions (Singh, 
2014c) and periodic overview because of the continuous development. Recently, researchers 
developed various subsurface irrigation systems by introducing either a new component or 
new systems. Engineering applications in automated and mechanized irrigation systems 
are still under research and development (Hudzari et al., 2013). Besides, irrigation systems 
are modified to overcome the topographical obstacles (Razali et al., 2016). Furthermore, a 
comparison between outcome benefits of using different subsurface irrigation systems is 
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the main factor of continued and increased usability of these systems (Camp et al., 2000). 
Also, a substantial amount of irrigation water can be saved using innovation strategies 
compared to traditional irrigation systems (Azhar et al., 2014). Diversity in research studies 
is not only in irrigation systems but also in the objectives and methods of the research. 
Likewise, this diversity may change from each period to anther because of the technological 
and knowledge development. Therefore, a comparison and general overview of former 
and current research studies is required to discovery the diversity of research regions of 
subsurface irrigation systems. 

The main purpose of this review is to preview the trend and diversity in research 
studies of subsurface irrigation systems by comparing the advancement in knowledge of 
subsurface irrigation systems in the past two decades. For instance, the trend represents the 
popularity of different topics in subsurface irrigation systems. Two periods of five years 
1995-1999 and 2015-2019 were selected to reflect the research studies at the beginning and 
end of the comparison period. The former period indicates the later studies and the current 
period indicates the recent studies. Additionally, the objectives, methods, limitations, and 
the irrigation systems of the research studies in subsurface irrigation systems are analyzed.

MATERIALS AND METHODS
In this paper, a statistical sorting method was used to analyze and compare published 
research papers of subsurface irrigation systems. The general criteria used to select the 
papers and the description of the analysis method can be explained in detail in the following 
two sections.

General Criteria of Papers Selection
Two periods of time were selected of 20-years in range to represent the trend of research 
at each period. The first period was from 1995 to 1999 and the second period was from 
2015 to 2019. A period of five-years had been used to represent the nature of the research 
published in the past and present as it was sufficient time to clarify the common research 
path. Moreover, to the absence of significant technological changes during the five-year 
period, which would not affect the nature of scientific research. The range of 20-years 
was used as a separation time range of the present period from the earliest past which 
was long enough to represent the differences because of the cognitive developments in 
the research trend.

Papers selected to be presented in this review were found using keywords which were 
directly related to the subject of the review. Since the subject of this review is the subsurface 
irrigation systems, keywords used to find the required papers were subsurface irrigation, 
wetting fronts, and irrigation systems. Furthermore, a research type of paper was selected 
to identify the required papers. These keywords had been searched in the Science Direct 
and Springer database.
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Literature Classification Method

Research papers were classified by their objectives, methods of research, limitations, and 
the types of irrigation systems. This classification method presents the advancement in 
knowledge of the research studies by the categories of objectives and irrigation systems. 
Categories of methods and limitations represent the technological effectiveness of the 
research. These four categories give a good indication to compare the development of 
research trends in a 20-years range.

The first category is the research objectives which describe the distribution of selected 
papers according to their purpose which presents the general trend of knowledge. Four 
subcategories for classifying papers according to the objectives. The subcategories are 
design (DE), evaluation (EV), measurements (ME), and management (MA). These 
subcategories indicate the popularity of knowledge directions by presenting the distribution 
of research objectives per each period. 

The second category is the research methods that present the common methods used 
by researchers to achieve their aims. This category indicates the technological development 
effectiveness specially to illustrate the differences between former and current research 
studies. Seven subcategories of research methods can be used to classify the research 
papers which are laboratory and on-field experiments (EX), numerical (NU), analytical 
(AN), optimization (OP), statistical (ST), economical (EC), and other (OT). Laboratory 
and on-field experiments usually adopt the case study or validate simulation models which 
is extremely helpful to understand what is the real behavior of the system in the real test 
(Fernández-Gálvez, et al., 2019). Simulation and optimization are commonly used in 
research methods for designing, managing, planning, and operating irrigation systems 
(Hantush & Marino, 1989; Huang & Loucks, 2000; Huang et al., 2012; Kite & Droogers, 
2000; Loucks, et al. 1981; Mantoglou, 2003; Matanga & Mariño, 1979; Singh, 2013, 2014a, 
2014b, 2014c; Tabari & Soltani, 2013). Also, mathematical and numerical approaches are 
widely used by researchers to represent specific purposes such as calculating the wetting 
fronts in soil profiles (Dawood & Hamad, 2016). Some researchers prefer to use more 
than one method for validating or comparing purposes therefore, research studies that 
used more than one method were classified and added into the existing methods. These 
subcategories of research methods can also indicate the reliability and the popularity of 
the adopted methods which can be interpreted from the rate of usage.

The third category is the research limitation. This category explains how technological 
development overcomes the difficulties faced the research. The research limitation reported 
in the literature is mainly on the dimensional presentation of the results and the soil types 
used in the research. The reason for using 2D or 3D representation is to show the ability 
of technological development in overcoming the research difficulties such as on-field 
measuring wetting fronts and simulation of water movement through time in the soil profile. 
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This category is usually considered as a challenge for researchers to overcome because 
the flow in the soil profile is unsaturated and needs visualization to be measured. Thus, 
presenting this category introduces the advancements in research methods and how it has 
impacted the quality and quantity of the result.

The fourth category is the type of irrigation system used in the research papers. 
Irrigation systems are developed through years of research projects. Therefore, it is 
important to sort the research papers according to the type of irrigation systems that indicate 
both the technological and knowledge developments. Irrigation systems which mentioned in 
this category are surface drip irrigation (SDI), subsurface drip irrigation (SSDI), subsurface 
membrane irrigation (SMI), subsurface irrigation pipe (SIP), optimized subsurface irrigation 
system (OPSIS), subsurface line source (SLS), surface irrigation (SI), irrigation basin 
(IB), micro-irrigation (MI), sprinkler irrigation systems (SIS) and baked clay pipes (BCP). 
Similarly, system products can be considered as a valuable addition to modify the typical 
system such as ceramic emitter (CE), suction emitter (SE), and rubber-based emitter (RB). 
Some research studies used more than one irrigation system for comparison purposes, so 
the classification considers all systems used per the research paper. 

RESULTS AND DISCUSSION 

In this paper, 81 papers had been statistically reviewed with 41 research papers classified 
into former (1995-1999) and 40 papers in the  current (2015-2019) period. In the following 
subsections, summarized literature review of the both periods, results, and brief discussions 
are provided according to the classifications that have been explained earlier.

The literature review can be summarized in the two periods of five-years to show the 
sequence and type of resultant developments of each period. In the following paragraphs, 
the literature review is presented according to the sequence of the years which gives a 
good overview to compare between these two periods.

Review of Literature of 1995-1999

In 1995, most of the selected papers in subsurface irrigation systems were focused on 
management and measurements. For example, a research paper by Varshney (1995) 
discussed irrigation methods such as surface irrigation systems, sprinkler irrigation, drip 
irrigation, micro-sprinkler irrigation, and subsurface irrigation. He concluded that although 
subsurface irrigation could control the water content in the soil profile, it was still limited 
to be used just in arid areas because this method was uncommon for the farmers to be used 
in that time. Another paper conducted by Singh et al. (1995) presented the main idea of an 
automated irrigation schedule system that tested at the field to compare the results with a 
typical irrigation schedule. The system showed the ability to optimize irrigation water use. 
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In 1996, the majority of the research studies in subsurface irrigation systems were in 
measurements and evaluation. A study by Lacroix et al. (1996) introduced a measuring 
method to estimate the water balance which was verified by on-field experiments. They 
concluded that the method needed further calibration with field experiments to be more 
precise. Besides, Snyder et al. (1996) performed a survey of irrigation methods in California 
and compared them with previous surveys. The results showed that drip and sprinklers 
irrigation systems became popular more than before in contrast with the traditional methods.  

In 1997, the objective presented in most of the selected papers was measurement 
techniques. For instance, a research paper by Esfandiari and Maheshwari (1997) developed 
an optimization method to estimate infiltration parameters of furrow irrigation method 
which gave a good accuracy by comparing with on-field results. Witelski (1997) analyzed 
the relation between wetting fronts with the boundary condition in soil profile using the 
perturbation method which indicated a high accuracy by comparing to solutions produced 
by numerical simulations. 

In 1998, selected papers of subsurface irrigation were also focused on measurement. 
For example, Parlange et al. (1998) solved the nonlinear diffusion equation using an 
approximate analytical method for arbitrary boundary conditions which presented a well 
accurate performance. Also, Felsot et al. (1998) used on-field best management practices 
for reducing deep percolation of surface and subsurface drip irrigation. They concluded 
that it was difficult to measure the water distribution around the emitters. 

In 1999, research studies of subsurface irrigation concentrated in measurement and 
design. For instance, a paper conducted by Meshkat et al. (1999) introduced a sand tube 
irrigation technique to reduce evaporation effectiveness on drip irrigation. Experiments and 
3D simulations had been conducted in this study. The results showed that the technique 
could be used to reduce evaporation by more than 25 percent comparing to the typical 
surface drip irrigation. Furthermore, Barth (1999) developed a subsoil irrigation system 
that could be used to improve the performance of irrigation with minimum maintenance 
and a longer life span comparing to other irrigation systems. 

The classification of research papers published in the former period is as presented 
in Table 1.  

Table 1
Literatures classification of the former period (1995-1999)

Author (year) Objectives Methods
Limitations Irrigation 

systemDimension Soil type*

Lacroix et al. 
(1996) ME, MA NU OT NM MI, SI
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Table 1 (Continued)

Author (year) Objectives Methods
Limitations Irrigation 

systemDimension Soil type*

Varshney (1995) MA OT OT NM SDI, SI, 
SIS, MI,

Singh et al. (1995) MA, DE OP, EX OT SC SIS
Kandil et al. 
(1995)

MA NU OT SC SDI

Lockington and 
Parlange (1995)

ME AN 1-D NM SI

Oad and Sampath 
(1995)

ME, EV, MA EX, AN OT NM SI

Ross et al. (1995) ME, EV AN, NU 2-D S NM
Scaloppi et al. 
(1995)

ME NU, EX OT NM SI

Snyder et al. 
(1996)

ME, EV ST, OT OT NM SI, MI, 
SDI, SSDI

Warrick and Shani 
(1996)

ME EX, ST, 
AN

OT SL SSDI

Batchelor et al. 
(1996)

MA, EV EX OT SCL MI, SDI, 
BCP

Hansona et al. 
(1997)

ME, EV EX, ST OT SL SI, SDI, 
SSDI

Hilfer and Øren 
(1996)

ME AN, EX NM S NM

Izadi et al. (1996) ME, EV EX, 1-D, 2-D SiL SI
Kapoor (1996) EV AN 2-D, 3-D S, L, C NM
McClymont and 
Smith (1996)

EV, ME OP, AN OT NM SI

Panda et al. (1996) MA OP, AN OT SL, LS SI
Rimmer et al. 
(1996)

EV, ME EX 2-D NM NM

Ross et al. (1996) ME, NU, AN 1-D S, C NM
Shani et al. (1996) EV, ME EX, AN OT SL, SiL, 

CL
SSDI

Witelski (1997) EV AN, NU OT NM NM
Willis et al. (1997) ME EX OT C SI
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Table 1 (Continued)

Author (year) Objectives Methods
Limitations Irrigation 

systemDimension Soil type*

Esfandiari and 
Maheshwari 
(1997)

DE, EV, ME EX, OP OT C SI

Andreu et al. 
(1997)

ME, MA EX 3-D LS, SL SDI

Amali et al. 
(1997)

ME, EV EX, ST OT CL, SCL SSDI, SI

Burt et al. (1997) MA, EV, DE OT OT NM SI, SDI, 
SSDI, SIS, 
MI

Clemmens and 
Burt (1997)

EV, ME ST OT NM NM

Comparini and 
Mannucci (1997)

ME AN 1-D GPM NM

Dale et al. (1997) ME, DE AN 1-D GPM NM
Furati (1997) ME, EV AN 1-D GPM NM
Kerkides et al. 
(1997)

EV, DE AN, 1-D GPM SIS

Parseval et al. 
(1997)

ME AN, EX 1-D GPM NM

Valiantzas (1997) ME NU, AN OT GPM SI
Parlange et al. 
(1998)

ME AN 1-D GPM SI

Felsot et al. 
(1998)

ME EX 1-D SL SSDI

Ghanem and 
Dham (1998)

DE, EV NU, ST 2-D GPM SI

Alazba (1999) DE, ME AN OT GPM SI
Meshkat et al. 
(1999)

DE, ME NU, EX 2-D SiL, S SDI

Barth (1999) DE, MA EX, OT NM SLS
Connell (1999) ME AN, NU 1-D S, L, C NM
Coelho and Or 
(1999)

ME, EV EX 2-D SiL SDI

*Symbols indicating the type of soil are: not mansion (NM), general pours media (GPM), sand (S), clay (C), 
silt (Si), loam (L), sandy clay (SC), sandy loam (SL), sandy clay loam (SCL), silty loam (SiL), loamy sand 
(LS), clay loam (CL), and sandy clay loam (SCL).
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Review of Literature of 2015-2019

In 2015 and 2016, the selected research studies in subsurface irrigation systems focused 
mainly on the measurements. For example, Han et al. (2015) conducted on-field experiments 
and 2D simulation studies to measure the distribution of soil moisture content, which created 
by drip irrigation with mulch on the soil. Analysis of moisture content distribution that was 
created by 2D Hydrus showed a good agreement with the on-field experimental results. 
The 2D Hydrus model was found suitable to support the design and development process 
of a drip irrigation system in case of mulch on the soil surface. Another study conducted 
by Ali and Ghosh (2015) proposed a method for estimating the size-changing of wetting 
fronts in different soil types using numerical analysis and on-field verification where 
the results showed a high accuracy and could be applied into irrigation field to compute 
wetting fronts. Dawood and Hamad (2016) formed a set of equations by performing a set 
of numerical simulations using 2D Hydrus and on-field experiments to forecast the wetting 
fronts created by surface point source considering the variety of soil types which indicated 
highly accurate results.  

In 2017, the selected papers in subsurface irrigation systems concentrated mainly on 
measurements, design, and evaluation. Honari et al. (2017) conducted a statistical approach 
to evaluate the ability of 3D Hydrus to simulate soil water content in field conditions which 
the results showed that the program could be used for simulating these kinds of cases. Also, 
Adams and Zeleke (2017) performed an on-field experimental study to illustrate the diurnal 
effects on irrigation efficiency and the study results pointed out that irrigation process for 
shallow root zone needed to be at the afternoon time to increase the irrigation efficiency.

In 2018, the majority of selected papers were also focused on measurements. As Al-
Ghobari and Dewidar (2018) performed on-field experiments to test the strategy of deficit 
irrigation combined with surface and subsurface drip irrigation systems. The results of this 
study showed that combining deficit irrigation strategy with each of these irrigation systems 
could improve the irrigation productivity. Ren et al. (2018) derived a mathematical model 
for drip irrigation lateral and formulated an equation to represent the emitters discharge. 
They concluded that one of the main affected parameters on the hydraulic performance of 
laterals was the soil properties. Also, Fan et al. (2018b) simulated a vertical line source in 
HYDRUS to study the effect of influencing factors on the accumulating infiltration. The 
created empirical forms required further on field research studies to measure the wetting 
patterns and evaluate the created empirical models.

In 2019, the majority of papers of subsurface irrigation systems were concentrated 
in measurements. For example, an optimization study of designing subsurface irrigation 
systems conducted by Sakaguchi et al. (2019). They concluded that the recommended 
design parameters depended upon soil type, climate condition, irrigation intensity, and 
plant type. Another paper conducted by Cai et al. (2019a) was to test a ceramic patch 
in a subsurface irrigation line to control the saturated zone in soil profile created by the 
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pressure head applied on emitters. They found there was a relationship between pressure 
head, ceramic properties, and soil properties. Also, Lima et al. (2019) indicated that using 
a new irrigation product named permeable membrane could be used as a solution to 
increase water use efficiency and maximize the irrigation management. Furthermore, paper 
published by Elnesr and Alazba (2019) to simulate wetting fronts created by subsurface 
drip irrigation using 3D and 2D HYDRUS. They concluded that 2D simulation could be 
used confidently by simulators.

The classification of research papers published in the former period is as presented 
in Table 2.  

Table 2
Literatures classification of the current period. (2015-2019)

Author (year) Objectives Methods
Limitations Irrigation 

systemDimension Soil type*

Sakaguchi et al. 
(2019)

DE NU, OP 2-D NM SIP

Al-Ghobari and 
Dewidar (2018)

ME, EV EX, EC OT CS SDI, SSDI

Saefuddin et al. 
(2019)

ME, EV, 
DE

NU, EX 3-D Si, S SSDI

Cai et al. 
(2019a)

ME, DE AN, EX OT Si, L SSDI, CE

Elnesr and 
Alazba (2019)

ME, EV NU 2-D, 3-D S, LS, SL, L, 
Si, SiL, SCL

SSDI

Gu et al. (2017) DE, MA NU, EX, 
OP, OT

OT NM SSDI

Lima et al. 
(2019)

ME, DE EX OT NM SMI

Feng et al. 
(2017)

ME EX, ST OT CL, C SIP

Ren et al. (2018) ME, DE AN, EX OT S, L, SL SSDI
Ren et al. (2017) ME, DE AN OT NM SSDI
Cai et al. (2017) ME, DE EX, NU, ST OT CL CE
Liu et al. (2019) ME, EV EX, ST OT L SSDI
Grecco et al. 
(2019)

ME, EV NU, EX, ST 2-D SL SSDI

Jiang et al. 
(2019)

ME NU, EX, ST 2-D, 3-D S, Si, C RB
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Table 2 (Continued)

Author (year) Objectives Methods
Limitations Irrigation 

systemDimension Soil type*

Cai et al. (2018) ME, DE NU, EX, ST 2-D L CE
Fan and Li 
(2018)

ME EX, ST OT C, SiL, S SSDI

Ghazouani et al. 
(2019)

ME, EV EX, NU, ST 2-D NM SSDI

Cai et al. 
(2019b)

ME, EV EX, NU, ST 2-D CL, SL, S, 
LS, Si, SiL, 
SCL, CL, 
SiCL, SC, 
SiC, C

CE

Gunarathna et 
al. (2018)

ME, EV EX, ST, OT OT NM OPSIS

Gunarathna et 
al. (2017)

EV, DE NU, ST, OP OT NM OPSIS

Ding et al. 
(2019)

EV EX, OT OT SL, S SDI

Li et al. (2019) ME, EV EX, ST, OT 2-D LSi, Si, LS, 
SL, S

SDI

Zhang et al. 
(2017)

ME, EV EX, NU, ST 2-D L, SiL, SL SDI, SI

Castanedo et al. 
(2019)

EV NU, ST 2-D SL, SiL, CL SI

Fan et al. 
(2018a)

ME EX, NU, ST 2-D S, SiL CE

Fan et al. 
(2018b)

ME NU, ST 2-D CL, SiL, L, 
SL, S

SLS

Han et al. 
(2015)

ME, EV EX, NU, ST 2-D SiL SSDI

Adams and 
Zeleke (2017)

ME EX, ST OT SCL SDI

Dawood and 
Hamad (2016)

ME AN, EX, 
NU, ST

2-D SiCL, S, LS, 
SL, SCL, L, 
SiL, Si, C, 
SC, SiCL, 
SiC, SSiL, 
CL

SDI
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Research Objectives Category  

The classification of research papers made based on their objectives was divided into main 
four subcategories. These subcategories were used to represent alternatives that had been 
adopted by researchers to express their research aim. For instance, the subcategory of 
measurement includes terms such as determine, predict, calculate, and relate. Subcategories 
management and evaluation used keywords such as schedule and examination, respectively. 
While the category of design covers terms like develop and introduce. These four 

Table 2 (Continued)

Author (year) Objectives Methods
Limitations Irrigation 

systemDimension Soil type*

Martínez de Azagra 
Paredes and Del Río 
San José (2019)

DE, ME AN 2-D GPM SE

Khalil and Abid 
(2019)

ME AN, EX, 
NU, ST

2-D SL SDI

Abid and Abid 
(2019)

ME AN, NU, 
ST

2-D LS, SL, L SSDI

Ali and Ghosh 
(2015)

ME AN, ST OT LS, L, CL, 
SC

IB

Hatiye et al. (2018) ME AN, NU, 
EX, ST

1-D SL SI

Honari et al.  (2017) EV EX, NU, 
ST

3-D L SIP

Kacimov et al. 
(2018)

ME AN, NU 2-D L SIP

Naghedifar et al. 
(2019)

ME NU 2-D C, L, S SI

Reyes-Esteves and 
Slack (2019)

ME EX, NU 2-D CL, SCL SIP

Soulis and 
Elmaloglou (2016)

MA EX, NU, 
ST

2-D LS, Si, SiL SDI

Zheng et al. (2017) MA, ME EX, NU, 
ST

1-D LS, S, LS, 
SiC, S

SI

*Symbols indicating the type of soil are: not mansion (NM), general pours media (GPM), sand (S), clay (C), 
silt (Si), loam (L), sandy clay (SC), sandy loam (SL),clay sand (CS), silty clay (SiC), loamy silt (LSi), silty 
loam (SiL), loamy sand (LS), clay loam (CL), sandy clay loam (SCL), silty clay loam (SiCL), sandy silty 
loam (SSiL), and sandy clay loam (SCL).
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subcategories can be represented a general themes of research objectives.  The distribution 
of research papers according to the objective’s categories for former and current periods 
is as shown in Figure 1.

Figure 1 indicates the main directions of knowledge produced by research studies 
for former and current periods. All objectives mentioned in the papers accounted to be a 
part of the final percentage for each objective category. As shown in Table 1 and Table 
2, some papers for both former and current periods were aimed for multiple objectives, 
as illustrated in Figure 2. For this reason, percentages cannot be integrated to obtain 100 
percent in resultant. 

Figure 1. Research papers sorted according to the research objectives for former and current periods.

Papers published in the former period were distributed none uniformly throughout the 
four categories, which indicates that the general characterization of that period. More than 
70 percent of the scientific research of the former period was interested in the measurement 
field. The evaluation field had gotten the second highest interests with 46 percent. Both 
categories of management and design had almost the same percentages of interests with 
22 percent and 24 percent, respectively. 

In the current period, the objectives of the research papers are also not uniformly 
distributed through the four categories but in a slightly different trend. Again, the 
measurement field had the highest percentage of 80 percent where it increased by almost 
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10 percent from the former period. Additionally, one-third of the research papers were 
concerned in the evaluation category which decreased more than 10 percent from the former 
period. The design category had been increased to 28 percent than in the former period, 
the most noticeable change was in the management category which highly decreased from 
24 percent in the former period to 5 percent in the current period of the selected papers of 
subsurface irrigation systems. 

As a result, the focusing of the papers in both periods were on measurements in the 
most of them and they had moderate concentration in evaluation and designing objectives.

Papers aimed for single or multiple objectives depending upon how these objectives are 
connected. Sometimes, the main objective needs for obtaining more data which produces 
anther supportive goal. The use of single or multiple objectives has also been changed 
during the past 20 years as shown in Figure 2 Whereas, 60 percent of the papers were 
published in the past were aimed for multiple objectives. This percent had been reduced in 
recent research studies to be 48 percent. This difference may indicate that the researchers 
were focused more on the branches of the single objective research.

Figure 2. Percentage of research papers using single or multiple objectives in a) former and b) current periods.

Research Methods Category

Researchers used different methodologies available at their time to achieve the research 
objectives. In this subsection, a statistical overview of the methodologies of research papers 
is provided. The distribution of research papers according to research methods is presented 
in Figure 3. Since some papers used more than one method to achieve the research aim as 
presented in Figure 4, all methodologies used per paper had been accounted for. For this 
reason, percentages presented cannot be integrated into 100 percent.

(a) (b)
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Figure 3. Research papers distributed according to research methods for former and current periods.

Figure 4. Percentage of research papers that used single or multiple methods for a) former and b) current periods.

The two foremost methods in the former period were experimental and analytical 
methods in which 46 and 49 percent of research adopted these methodologies, respectively. 
On the other hand, the economic study was not used by any research of the selected papers. 
Percentage of research papers reported statistical, numerical and optimization methods in 
subsurface irrigation systems are 15, 22, and 10 percent, respectively, of the total selected 
papers. Research studies used survey, explanations, or discussing the subsurface irrigation 
systems were summarized in other methods which are covered in 7 percent of the selected 

(a) (b)
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papers. Two indications can be recognized from this distribution. The first indication is the 
analytical and experimental methods were popular in the former period which is a reason 
that may be due to the availability of these methods compared to the others. The second 
indication is the reliability of these methods that encourages the researchers to use them. 

Research papers in the current period show a wide distribution of research methods. 
However, the experimental method was still preferred with an increase of usage by more 
than one-quarter to 73 percent. The analytical method decreased with the same ratio to 
25 percent of the selected papers. In addition, both statistical and numerical methods 
increased used by 65 percent of the total research studies. On the other hand, optimization 
and economical methods adopted in 8 and 3 percent of the research, respectively. Other 
methods increased comparing to the former period to 10 percent of the current papers. 

Technological development over the past 20 years has allowed researchers to use 
research methods such as numerical and statistical more than before. As these methods 
became available, more accurate, and easier to use, which made these methods more 
popular among researchers. 

Figure 4 shows research papers that presented a single or multiple method to achieve 
the research aim. Single and multiple methods presented in 44 and 56 percent of the papers 
published in the former period respectively. That indicates a good availability of various 
types of methodologies in the former period. In the current period, researchers using more 
multiple methods in which the multiple methods were presented in 88 percent of the recently 
published papers. This change can be considered a huge step in scientific development 
which supported by technological developments. Using multiple methods gives a good 
chance for researchers to calibrate these methods to get more accurate results. According to 
Table 2, one of the notable things in the recent period is that the experimental, numerical, 
and statistical methods commonly used together, and this approach exists together in 29 
percent of the recently published papers. This fact indicates the calibration development 
to create a larger tested area, accurate results, minimum cost of testing trials, and more 
models design. 

Types of Irrigation Systems 

In this subsection, irrigation systems used by researchers are sorted according to the 
subcategories as presented in Figure 5 is discussed. Although the main subject of this 
review is subsurface irrigation systems, some researchers use other irrigation systems to 
accomplish the research objectives, thus, irrigation systems that are not categorized under 
subsurface irrigation systems are also mentioned and accounted for in this statistical review. 
There are 15 categories of irrigation systems that have been accounted for that presented in 
the selected research papers for both former and current periods. Although, some research 
papers used more than one irrigation system, others did not mention the type of irrigation 
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system or discussed the supplying system as a general point or line source. Nevertheless, 
irrigation systems was not mentioned or the general sources of the selected papers were 
accounted for under the not mentioned category.

In the former period, typical types of irrigation systems such as surface and subsurface 
drip irrigation, baked clay pipes, surface irrigation, micro-irrigation, sprinklers irrigation 
were presented in 32, 17, 2, 46, 10 and 10 percent of the selected research papers, 
respectively. While another 29% did not mention any category. Although the main subject 
of this review is the subsurface irrigation systems, it is worth mentioning that the surface 
irrigation was the most researched topics in the former period. While the subsurface drip 
irrigation, baked clay pipes, and subsurface line system represented the subsurface irrigation 
system. In summary, it can be said that past researchers had concentrated more on the 
existing irrigation systems and less focused on using new irrigation methods.

Figure 5. Research papers distributed according to irrigation systems used for former and current periods.

Recent papers present 14 types of irrigation systems which doubled the number of 
irrigation systems used by former papers. The current period witnessed a rise in developing 
new systems or new irrigation products. In addition, irrigation systems such as subsurface 
membrane irrigation, ceramic emitter, subsurface irrigation pipe, rubber-based emitter, 
optimized subsurface irrigation system, suction emitter, and irrigation basin are presented 
in 3, 13, 13, 3, 5, 3, and 3 percent of the current period respectively. Moreover, typical 
irrigation systems were presented differently in the papers of the current period in which 
surface drip irrigation system were presented in the half of the recent papers. Also, the 
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subsurface drip irrigation research increased more than 15 percent and presented in the 
one-third of the research papers. It is also observed that the research on surface irrigation 
systems reported in the papers of the current period decreased by 29 percent of the papers. 
All the selected research papers in the current period had mentioned the irrigation systems 
and none of them used the general point or line sources. Some research papers used more 
than one irrigation system for both former and current periods as can be shown in Figure 6.

Not only that more than half of the research papers in the former period used a single 
irrigation system but also 17 percent of them used multiple irrigation systems as shown 
in Figure 6. On the other hand, a high concentration of using a single irrigation system 
was presented in research papers in which 93 percent of the papers used a single irrigation 
system, and only 7 percent used multiple irrigation systems. These statistics results give 
a good sign to indicate the direction of knowledge advancement. The trend shows the 
subsurface irrigation systems have developed to a new efficient irrigation systems or 
irrigation products. 

Figure 6. Percentage of research papers that used single or multiple irrigation systems for a) former and
b) current periods.

Limitations 
Two main limitations faced by researchers in the study of irrigation systems are discussed 
in this section. The first limitation is the soil type which represents one of the important 
components in the irrigation process. The second limitation is the dimension of the analysis.

Soil Type. Soil types had a lot of attention to the papers in both former and current periods to 
study subsurface irrigation systems. Research papers used different types of soils depending 
upon the availability and agricultural requirements. Figure 7 shows the distribution of 
research papers according to the soils type presented. However, some research papers used 
more than one type of soil, others used a general porous material as shown in Figure 8. 

(a) (b)
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A wide range of soil types had been used in research papers of both former and current 
periods which 16 types of soils accounted for in this statistical view. Even though 10 types 
of soil were presented in the papers of the former period, 15 soil types had been presented 
in the current period. Due to the technological developments which allowed the researchers 
in the recent period to present more soils than the past period.

According to the former period, items of “general porous media” and “not mentioned” 
were the highest two among the other items with 29 and 22 percent, respectively. Soil types 
such as sand, clay, silty loam, and sandy loam were presented in between 10-15 percent of 
the research papers. Other soil types such as loam, clay loam, sandy clay, and loamy sand 
were presented in 5 percent of the total selected papers. 

Figure 7. Research papers distributed according to soil type which used for former and current periods.

Figure 8. Percentage of research papers that used single or multiple soils for a) former and b) current periods.
(a) (b)
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According to the current period, soil types such as sand, loam, and loamy sand were 
the highest presented in the research papers which 33 percent of the papers used these 
types of soils. In addition, items of clay, silt, clay loam, sandy clay loam, and sandy loam 
existed between 5 and 20 percent of the selected papers. Other soil types such as sandy 
silt loam, silty clay, silty clay loam, and sandy clay were presented in less than 10 percent 
of the research papers. 

Recent papers were presented soil types more than the former research papers 
which indicate the effectiveness of technological developments. For example, computer 
programming such as Hydrus was widely used by recent papers to simulate the subsurface 
flow for different soil types which allowed the researchers to create simulating models 
more easily than before. 

As shown in Figure 8, papers used single soil type, multiple soil types, general porous 
media, or not mention the soil type for both published papers of former and current. 
Single and multiple soil types were mentioned by the former papers in 29 and 20 percent 
respectively. However, papers of the current period had mentioned single soil type in 
almost the same percentage of 31, the multiple soil types had widely increased, used 
by 50 percent of the recent papers. In addition, general porous media reduced from 29 
percent of the former papers into 19 percent of the recent papers. Also, the item of “not 
mentioned” has been reduced by 20 percent over the 20 years. In conclusion, recent papers 
used the advantages of technological development to test more types of soil per research. 
Programming software is one of the important technological developments which allow 
researchers to simulate types of soils more than before. 

Dimensions. Dimensions are another important limitation issue in scientific research. 
Studying subsurface flow is considered as a challenge because it cannot easily be visualized 
and difficult to be measured. This is the main reason for simplifying the flow in the soil 
profile by specifying dimensions. Figure 9 shows the distribution of former and current 
papers according to dimensions of the subsurface flow presented in these papers.

Four items presented in Figure 9 of one (1-D), two (2-D), three dimensions (3-D) and 
other limitations (OT). However, one dimension presented in 27 percent of the former 
papers, only 5 percent of the recent papers presented the one-dimension flow analysis. 
In contrast, two-dimensional analysis had been used in 17 percent of the former papers 
and it is highly increased to be more than 50 percent of the recent papers. Likewise, using 
three-dimensional analysis had been increased over the 20 years from 5 to 10 percent of 
the selected papers. High portion of the papers mentioned other types of limitation such as 
experimental period, specific treatment, shape and size of introduced products, hydraulic 
properties of the ceramic emitters or sometimes not mentioned the limitation. 

Research papers of subsurface irrigation systems in the current period have the 
following advantages comparing to the former period. Firstly, they introduce new irrigation 
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components that will give the designers alternative options to provide users with an adequate 
subsurface irrigation system. Secondly, they are used more analysis methods per research 
which gives more reliability of the results than the former research studies. Thirdly, modern 
research papers have more focus on multiple objectives than the former papers. Fourthly, 
the latest papers tested much more soil types than the previous ones which improves the 
accuracy of measurements and prediction of subsurface flow.

On the other hand, recent research papers have disadvantages comparing to the previous 
papers. Firstly, in the most of papers in the current period used a single irrigation system per 
paper which reduced the chances of comparison with other irrigation systems. Secondly, 
the analytical method was less in use by the recent papers comparing to the latest papers 
which might reduce the opportunity of producing generalization forms. Thirdly, research 
in management and evaluation of the performance of subsurface irrigation systems had 
less focus on the current papers comparing to the former papers. 

Technological development assists researchers in modifying the research methods to 
explore new research areas and investigate more materials with different methods. As a 
result, knowledge advancement is directly connected to technological development. Also, 
technological development increases the type of detail research but reduces the type of 
general research. Therefore, the trend of the subsurface irrigation systems in the current 
period is to measure the performance of novel irrigation systems components using 
experimental, numerical, and statistical analysis. On the other hand, the trend in subsurface 
irrigation systems for the former period is to measure and evaluate the performance of 
traditional irrigation systems using analytical and experimental methods. 

Figure 9. Research papers distributed according to dimensions which analyzed for former and current periods.
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SUMMARY AND CONCLUSIONS

There are many differences between the papers of subsurface irrigation systems in former 
and current periods. In this review, the research papers had been classified by four categories 
to identify the trend of research topics and compare the differences in the advancement of 
knowledge resulted from the research studies and the effectiveness of the technological 
development on the research methodologies. Papers of former and current periods were 
classified by its objectives, method of study, irrigation systems, and research limitation.

In conclusion, papers of the both periods were focusing on measurements in the most 
of them and they have moderate concentration in evaluation and designing objectives. 
Multiple objective papers were presented in the former period more than the current period 
which gave more opportunity for using more research method and materials. 

Even though, the selected papers were in the subject of subsurface irrigation systems, 
most of the papers in former period were presenting surface irrigation systems. In contrast 
with the recent papers which presented not only the higher in subsurface irrigation systems 
types but also lesser in using surface irrigation systems. Furthermore, more than 90 percent 
of the research papers in the current period used single irrigation system more than the 
past by almost 40 percent. The reason of this distribution is that the papers in the current 
period presented new irrigation systems such as subsurface membrane irrigation, ceramic 
emitter, subsurface irrigation pipe, rubber-based emitter, optimized subsurface irrigation 
system, and suction emitter. 

Knowledge of subsurface irrigation systems had been advanced in the former studies 
mostly by analyzing the measurements and evaluations the traditional irrigation systems. 
On the other hand, knowledge had been advanced in the current period by introducing 
new subsurface irrigation systems and more concentration by the order of measurements, 
evaluation, and designing respectively.

In addition, almost 90 percent of the research papers in subsurface irrigation systems 
used multiple research methods higher than the past which presented 56 percent of the 
published papers. Experimental, numerical, and statistical methods were the major methods 
recently used by researchers. One of the noticeable changes was that the main research 
method widely used in the former period was the analytical method which was reduced 
by 25 percent of recent research studies. 

The variation of soil types and dimensions of the analysis adopted in the research shows 
the effectiveness of the technological developments. Fifty percent of the recent research 
papers used multiple soil types more than the former research papers which presented 
in only 20 percent of the published papers. With respect to the dimensions of analysis 
adopted it has been observed that the one-dimensional analysis was commonly used in the 
former studies, but two-dimensional was the most used in the current period. These can 
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be considered as good indications of the effectiveness of the technological developments 
which advances some research methods to become easier to be used by the researchers. 
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ABSTRACT

In the global energy context, renewable energy sources such as wind is considered as a 
credible candidate for meeting new energy demands and partly substituting fossil fuels. 
Modelling and forecasting wind speed are noteworthy to predict the potential location 
for wind power generation. An accurate forecasting of wind speed will improve the value 
of renewable energy by enhancing the reliability of this natural resource. In this paper, 
the wind speed data from year 1990 to 2014 in 18 meteorological stations throughout 
Peninsular Malaysia were modelled using the Autoregressive Integrated Moving Average 
(ARIMA) to forecast future wind speed series. The Ljung-Box test was used to determine 
the presence of serial autocorrelation, while the Engle’s Lagrange Multiplier (LM) test was 
used to investigate the presence of Autoregressive Conditional Heteroscedasticity (ARCH) 

effect in the residual of the ARIMA model. 
In this study, three stations showed good fit 
using the ARIMA modelling since no serial 
correlation and ARCH effect were present in 
the residuals of the ARIMA model, while the 
ARIMA-GARCH had proven to precisely 
capture the nonlinear characteristic of the 
wind speed daily series for the remaining 
stations. The forecasting accuracy measure 
used was based on the value of root mean 
square error (RMSE) and mean absolute 
percentage error (MAPE). Both ARIMA and 
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ARIMA-GARCH model proposed provided good forecast accuracy measure of wind speed 
series in Peninsular Malaysia. These results will help in providing a quantitative measure 
of wind energy available in the potential location for renewable energy conversion.

Keyword: Forecasting, modelling, renewable energy, time series method, wind speed 

INTRODUCTION 

In this rapid population growth, the energy demand has increased to support human 
consumption. The negative effect is energy usage has increased the demand on energy 
resulting in depletion of natural resources and will cause a harmful effect towards the 
environment (Ajayi et al., 2014). To overcome this issue, many developed countries are 
now focusing on conserving the non-renewable energy by switching to renewable energy 
sources like wind and solar. Wind power is one of the natural sources of renewable energy 
that is experiencing the fastest growth is the wind energy.  Unlike solar energy, wind 
power can provide energy throughout day and night since it does not require any sunlight 
(Petinrin & Shaaban, 2015). 

Many researchers have studied wind speed modelling and forecasting using various 
models which were developed in improving the wind speed forecasting accuracy (Chang 
et al., 2016; De Freitas et al., 2018; Norrulashikin et al., 2018; Sharma & Singh, 2018). 
According to Erdem et al. (2014), there are two main aspects to be considered in building 
a wind speed prediction model which is to predict the mean wind speed and the wind speed 
volatility. Commonly used models include autoregressive (AR) model, moving average 
(MA) model (Akcan, 2017), autoregressive moving average (ARMA) model (Lujano-Rojas 
et al., 2011), and autoregressive integrated moving average (ARIMA) model (Radziukynas 
& Klementavicius, 2014). These models assume that the occurrence of turbulence in the 
wind speed is constant or in other words, homoscedastic. However, wind speed series can 
exhibit the characteristics of nonlinear variance where it is often referred to as volatility 
and may vary over time. Therefore, the presence of nonlinear variance in a model needs to 
be investigated before any prediction is performed. If the error estimation for this variation 
of wind speed is underestimated, the prediction model might fail to provide accurate wind 
speed forecasting that will cause serious problems in the operation of wind turbine (Engle, 
2001).

Hence, this study was conducted to propose a forecasting model using the ARIMA 
model. The proposed model with the presence of serial autocorrelation and effect of 
heteroscedasticity in the residual part of the series would be treated using the Generalized 
Autoregressive Conditional Heteroskedastic (GARCH) model. A related study by Masseran 
(2016) used an ARIMA-ARCH model to investigate the effect of mean and volatility of 
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the wind speed. Yan et al. (2016) suggested the ARIMA-GARCH model for forecasting a 
short-term wind speed series. The proposed model had successfully managed to capture the 
heteroscedasticity of wind speed series and gave a higher prediction accuracy compared 
to the ARIMA model. Based on Lojowska et al. (2010), the advantage of modelling using 
ARMA-GARCH model is that it has the capability to handle the dominant criteria of 
the data series, which is distribution, time dependence structure as well as periodicity. 
For the purpose of wind speed forecasting, Grigonytė & Butkevičiūtė (2016) used the 
ARIMA model to forecast a short-term wind speed in Latvia and the forecasting accuracy 
for the proposed model was based on root mean square error (RMSE) and mean absolute 
percentage error (MAPE) and mean absolute error (MAE) which allowed to establish an 
optimal model structure. While Sharma and Ghosh (2016) used MAPE in measuring the 
short-term wind speed forecasting in India and the finding suggested that ARIMA-GARCH 
model yielded smallest value of MAPE compared to other proposed models.

The aim of this study was to develop a time series model of daily wind speed series 
in Peninsular Malaysia. Box-Jenkins ARIMA model was used to model the series of each 
18 stations and 15 stations were found to have a serial correlation and heteroscedastic 
effect in the residuals of the proposed model. Therefore, an ARIMA-GARCH model that 
is proven to help in capturing the serial autocorrelation and the heteroscedastic effects 
of a time series process was used. This hybrid model would help to overcome the linear 
limitation of ARIMA model for the purpose of obtaining a time series model that yielded 
higher accuracy of forecasting results.

MATERIALS AND METHODS 

This research used a daily wind speed series collected from Malaysian Meteorological 
Department (MMD) which consisted of data from 1990 to 2014. Data of daily wind speed 
series from 18 meteorological stations throughout the Peninsular Malaysia were chosen for 
this study from different regions. The last 365 days of daily wind speed data for each station 
would be considered as the out-sample data which will be compared with the forecasted 
daily wind speed series based on the best fitted model. In this study, time series analysis 
was applied due to the ability to interpret the presence of internal structure that might occur 
to the data point taken over time. For instance, the condition of serial autocorrelation and 
heteroscedastic effects should be taken into account in the analysis.

Data Description 

The daily wind speed data from 18 different locations in Peninsular Malaysia with a 
duration from 1/1/1990 to 31/12/2014 were used in this study. The location in Peninsular 
Malaysia were divided into 4 regions, namely: northern, east coast, central, and southern. 
The northern region consists of stations that are located in Perlis, Kedah, Pulau Pinang 
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and Perak, while the east coast region consists of stations that are located in the state of 
Kelantan, Terengganu, and Pahang. The central region consists of stations that are located 
in Selangor, Kuala Lumpur, and Putrajaya, and the southern region consists of stations 
that are located in Negeri Sembilan, Melaka, and Johor. The detailed information on the 
stations used in this study are given in Table 1 while Figure 1 shows the location of the 
stations on the map of Peninsular Malaysia. 

Table 1
Coordinates for 18 stations used for wind speed data collection in Peninsular Malaysia

Location Station Latitude Longitude
Chuping NS1 6°28'47.0"N 100°15'36.1"E
Langkawi NS2 6°20'13.0"N 99°43'35.4"E
Bayan Lepas NS3 5°17'43.4"N 100°16'06.6"E
Butterworth NS4 5°27'53.9"N 100°22'59.2"E
Lubok Merbau NS5 4°47'42.9"N 100°53'46.6"E
Sitiawan NS6 4°13'17.1"N 100°42'05.5"E
Kota Bharu ES7 6°09'12.6"N 102°18'41.0"E
Kuala Terengganu ES8 5°22'59.3"N 103°06'28.8"E
Cameron Highland ES9 4°29'04.0"N 101°22'17.4"E
Kuantan ES10 3°46'22.9"N 103°12'42.3"E
Subang CS11 3°07'52.0"N 101°33'09.8"E
Petaling Jaya CS12 3°06'26.0"N 101°38'52.9"E
Sepang CS13 2°43'54.2"N 101°42'10.5"E
Melaka SS14 2°15'17.2"N 102°14'36.0"E
Mersing SS15 2°26'42.6"N 103°49'52.6"E
Batu Pahat SS16 1°52'14.5"N 102°59'25.6"E
Kluang SS17 2°01'41.6"N 103°19'14.0"E
Senai SS18 1°38'20.3"N 103°39'57.0"E

ARIMA Model

In time series analysis, the Box-Jenkins method is the commonly used method to model a 
wind speed time series data. The first step is model identification which include measuring 
the stability of the mean and the stationarity of the time series. The transformation approach 
is needed if the data does not satisfy these conditions. This can be done by observing the 
time series and ACF plots of the collected wind speed data. A hypothesis testing using the 
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Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test can be used to determine the stationarity 
of the wind speed time series data, where the null hypothesis is the data series is stationary 
(Kwiatkowski et al., 1992). The formulation for the KPSS test is given by Equation 1:

𝑦𝑡 = 𝛽𝑡 + 𝑟𝑡 + 𝜀𝑡.      [1]

Note that r_t=r_(t-1)+u_t , where r_t represents a random walk while u_t are iid 
(0, σ_u^2). For a p-value that is significantly low than 0.05, the null hypothesis will 
be rejected which indicates that the wind speed series in not stationary and requires a 
differencing approach. For the model selection, autocorrelation function (ACF) and partial 
autocorrelation function (PACF) plot provides the information on the potential models 
where it identifies the number of terms for autoregressive order p and moving average 
order q (Miswan et al., 2015). 

Figure 1. Location of wind stations in Peninsular Malaysia
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The general form of autoregressive integrated moving average ARIMA (p, d, q) can 
be defined as Equation 2:

𝜑 𝐵 1− 𝐵 𝑑𝑦𝑡 = 𝜃(𝐵)𝜀𝑡      [2]

where y_t and ε_t are the observed values of wind speed series and the random error terms 
at time period t, respectively. φ_1, φ_2, φ_3,…, φ_p are the autoregressive coefficients 
with order p. d is the order of  differencing, and θ_1, θ_2, θ_3,…, θ_q are the moving 
average coefficients with order q. B is the backward shift operator, while, φ(B) and θ(B) 
are polynomials of order p and q respectively, and defined as follows (Wang et al., 2015):

𝜑 𝐵 = 1−𝜑1𝐵 −𝜑2𝐵2 −⋯−𝜑𝑝𝐵𝑝

𝜃 𝐵 = 1− 𝜃1𝐵 − 𝜃2𝐵2 − ⋯−𝜃𝑞𝐵𝑞.

Serial Correlation

A statistical inference of time series analysis will be affected by the presence of serial 
correlation. A fitted model is appropriate or accurate if the residuals has the conditions of 
zero mean, homoscedastic, independent, and normally distributed (Jamaludin et al., 2016; 
Yürekli et al., 2005). One of the very useful diagnostic tools to measure the existence of 
a serial autocorrelation for residuals in the stationary ARIMA model is using the Ljung-
Box (LB) test (Kim et al., 2004). The null hypothesis was set to the absence of serial 
autocorrelation in the residuals from the ARIMA model and was performed towards the 
residuals of a fitted ARIMA model instead of the original time series data. The decision 
making for the test is based on Equation 3:

𝑄 = 𝑇 𝑇 + 2 ∑ 𝑟𝑘2

𝑇−𝑘
𝐿
𝑘=1 ;   [3]

where T is denoted as the length of the time series, k represents the number of parameters 
to be estimated in the model, r_k^2 denotes the sample autocorrelation at lag k, and L is 
the number of autocorrelation lag to be tested. The Q-statistics in Equation 3 approximately 
follows a chi-square distribution with L degree of freedom (Wang et al., 2015).

The Autoregressive Conditional Heteroscedasticity (ARCH) Effect

Besides checking for the presence of serial correlation, the test to check on the existence 
of heteroscedasticity in the residual of the model should also be performed. The result can 
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also be supported by performing ARCH Lagrange Multiplier (LM) test to determine the 
existence of heteroscedasticity in the residuals of the model. 

Engle’s Lagrange Multiplier Test for the ARCH Effect

Uncorrelated time series models might still have a serial dependence due to the dynamic 
conditional variance process. The existence of an ARCH effect in the ARIMA model occur 
if the model exhibits autoregressive conditional heteroscedasticity. If the ARCH effect is 
neglected, the consequences might result to large arbitrary loses in asymptotic efficiency 
which will lead to an extreme rejection of the standard test for the mean autocorrelation 
(Sjölander, 2011). To assess the significance of an ARCH effect, Engle (1982) proposed a 
methodology using Lagrange Multiplier (LM) test to assess the presence of ARCH effect 
based on the regression. The decision making of this test is based on Equation 4:

𝑒𝑡2 = 𝑎�0 + �𝑎�𝑠𝑒𝑡−𝑠2
𝑞

𝑠=1

              [4]

where e_t is the residual series and a_s is the estimated coefficients of the fitted model. In 
this test, the null hypothesis is set to be that there is no existing ARCH component up to 
order q; i.e. a_s=0 for all s=1, 2, …., q. The alternative hypothesis is there are presence of 
ARCH components in at least one of the estimated a_s coefficients (Yusof et al., 2013). 
The test statistics for this test is given by TR2. It follows a chi-square distribution with q 
degree of freedom, where R denotes the sample multiple correlation coefficient based on 
the computation from the regression in Equation 4, and T is the number of observations 
(Wang et al., 2005). 

The GARCH Model

Generalized Autoregressive Conditional Heteroscedastic (GARCH) model was developed 
by Bollerslev (1986). It helps the ARIMA (p, d, q) model to capture the heteroscedastic 
effect in a time series process. In modelling a univariate time series, let y_t=μ_t+ε_t denote 
the mean equation with respect to time t, where the conditional mean of y_t is represented 
by μ_t, while ε_t is denoted as the shock at time t and the equation is ε_t=v_t σ_t where 
it follows a distribution of ε_t~ iid N (0,1). Then, the conditional variance of y_t denoted 
by σ_t^2, that follows a GARCH (p,q) model can be expressed in Equation 5:

𝜎𝑡2 =∝0 +∑ ∝𝑖 𝜀𝑡−𝑖2𝑝
𝑖=1 + ∑ 𝛽𝑖𝜎𝑡−𝑖2𝑞

𝑖=1                [5]



Nor Hafizah Hussin, Fadhilah Yusof, ‘Aaishah Radziah Jamaludin and Siti Mariam Norrulashikin

38 Pertanika J. Sci. & Technol. 29 (1): 31 - 58 (2021)

where the value of ∝0 is always positive, while the sum of ∝i and βi  is less than 1 up 
to order p and q. The coefficient of parameters that represent ARCH and GARCH are 
represented by ∝i and βi, respectively. 

The ARIMA-GARCH Model
The ARIMA-GARCH model is known to have two procedures where the first part models 
the linear part of the wind speed series using ARIMA model, while the residual part consists 
of the nonlinear data (Yaziz et al., 2013). Then, using the GARCH model, the residuals that 
display only the nonlinear pattern will be modelled and the combination of the ARIMA 
model and GARCH error component will give a model that can capture the dynamics of the 
wind speed series which can be used to forecast wind series. The standard GARCH (1,1) 
model was used to capture the heteroscedastic effect of the time series process in this study. 

Forecasting Accuracy Measures
The final part of this study was to forecast the wind speed data based on the best fitted 
proposed model as well as examine the adequacy and accuracy of the proposed model. 
The adequacy and accuracy checking involve the investigation of the error terms in the 
proposed model. This study would use RMSE and MAPE as forecasting accuracy measures 
which are given by Equation 6 and 7:

;     [6]

𝑀𝐴𝑃𝐸 = 1
𝑛
∑ (𝑦𝑗� −𝑦𝑗)

𝑦𝑗
𝑛
𝑗=1  × 100 ;    [7]

where the sample size is denoted by n, while 𝑦𝑗� is the predicted value based on proposed 
model at time j and yj is the observed value at time j. According to a study by Moreno et 
al. (2013), the MAPE can be considered as one of the commonly used methods to measure 
forecasting accuracy since it has a feature that is reliable, easy to interpret, clarity of 
presentation, support of statistical evaluation, and it uses all the information related to 
the error (Moreno et al., 2013). The interpretation for the typical MAPE value which was 
explained by Lewis (1982) are presented in Table 2.

Table 2
Interpretation of typical MAPE values

MAPE Interpretation
< 10 Highly accurate forecasting
10 – 20 Good forecasting

MAPE Interpretation
20 – 50 Reasonable forecasting
> 50 Inaccurate forecasting
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RESULTS AND DISCUSSION

Descriptive Statistics

Figure 2 illustrates the central tendency, the dispersion, and the skewness of the wind speed 
data. The outliers present in the boxplot for each station represent a high wind speed reading 
in a certain time and location. The presence of these extreme values in wind speed data is 
very pronounced in data processing. Based on Figure 2, the median of the data for all wind 
stations were in the range of 6 m/s to 9 m/s. The dispersion of the data that represented by 
the tail of the boxplot showed a wide dispersion which also indicates volatility. The boxplot 
also shows that all stations exhibited a positive skewness. It means that the wind speed 
series for all stations in Peninsular Malaysia were not normally distributed. Therefore, in 
order to capture the variability and volatility, the Box-Jenkins methodology was applied 
to model the wind speed data for all wind stations in Peninsular Malaysia.

Figure 2. Boxplot of 18 wind stations in Peninsular Malaysia

ARIMA Model

The first step in building a time series model using the Box-Jenkins methodology is the 
model identification. This step is intended to determine whether the differencing is required 
in order to obtain a stationary time series. In practical sense, a stationary time series is 
known to vary around a constant mean level over time, with a constant variance.  This 
can be determined by observing the time series plot and ACF plot of the wind speed data. 
It also can be done by performing the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test, 
where it tests the presence of a unit root in a time series data.
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Figure 3. Time series plot of station NS1; (a) observation data and (b) after first difference.

Figure 4. ACF plot for station NS1; (a) observation data and (b) after first difference.

The time series plot in Figure 3 (a) shows that the mean and variance of wind speed 
series in station NS1 change over time. This indicates that the time series was not stationary. 
The plot presented in Figure 4 (a) also proves that station NS1 was not stationary due to the 
slow decay displayed in the ACF plot. This suggest that the data must undergo differencing. 
A non-stationary time series can be transformed to stationary if the differences among pairs 
of observation at lags are calculated. After the first differencing approach was applied, 
Figure 3 (b) and Figure 4 (b) show that the wind speed data in station NS1 are stationary. 
To support the findings, the KPSS test was performed to determine the stationarity of the 
daily wind speed time series data, where the null hypothesis was the data series is stationary. 
For a p-value that was significantly lower than 0.05, the null hypothesis would be rejected 
which indicated that the wind speed series was not stationary and required a differencing 
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approach. The results of KPSS test for stationarity are presented in Table 3 where the 
findings concluded that five stations showed a stationary wind speed series, while 12 other 
stations satisfied this condition after first differencing (d=1).

Table 3
The KPSS test for stationarity of the daily wind speed series

Station
Observation Data First Differencing

KPSS 
Level p-value Stationary KPSS 

Level p-value Stationary

NS1 20.699 < 0.01 NO 0.0012 > 0.1 YES

NS2 0.0619 > 0.1 YES - - -

NS3 0.0827 > 0.1 YES - - -

NS4 3.8562 < 0.01 NO 0.0028 > 0.1 YES

NS5 3.1419 < 0.01 NO 0.0011 > 0.1 YES

NS6 20.181 < 0.01 NO 0.0015 > 0.1 YES

ES7 14.028 < 0.01 NO 0.0012 > 0.1 YES

ES8 24.312 < 0.01 NO 0.0010 > 0.1 YES

ES9 0.2554 > 0.1 YES - - -

ES10 25.534 < 0.01 NO 0.0008 > 0.1 YES

CS11 0.0848 > 0.1 YES - - -

CS12 2.000 < 0.01 NO 0.0015 > 0.1 YES

CS13 3.0304 < 0.01 NO 0.0013 > 0.1 YES

SS14 9.7655 < 0.01 NO 0.0009 > 0.1 YES

SS15 5.3813 < 0.01 NO 0.0011 > 0.1 YES

SS16 1.9574 < 0.01 NO 0.0026 > 0.1 YES

SS17 22.39 < 0.01 NO 0.0016 > 0.1 YES

SS18 0.2095 > 0.1 YES - - -

After satisfying the stationarity condition, the next step in Box-Jenkins method is the 
parameter estimation. In this step, the orders of AR(p) and MA(q) for each station were 
identified using the PACF and ACF plots, respectively. Figure 5 illustrates the ACF plot 
and PACF plot of station NS1 after first differencing approach is done. 
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Figure 5. ACF and PACF plot for station NS1 after first difference

Few models were selected for ARIMA (p, d, q) based on these two plots, and the 
best model was selected based on the Akaike information criterion (AIC) values where 
the model with the lowest AIC value was selected as the best model for ARIMA model 
estimation. These steps were repeated on the remaining stations and the results of the best 
fitted ARIMA model for wind speed series for each station are shown in the Table 4. 

Table 4
Model parameter estimates using the ARIMA (p, d, q) model for daily wind speed series

Location Station Model Coefficient Estimates Standard 
Error

Chuping NS1 ARIMA 
(2,1,1)

AR(1) 0.1858 0.0134
AR(2) 0.1031 0.0132
MA(1) - 0.9329 0.0057

Langkawi NS2 ARIMA 
(1,0,1)

AR(1) 0.5106 0.0628
MA(1) -0.2069 0.0709

Bayan Lepas NS3 ARIMA 
(1,0,1)

AR(1) 0.8738 0.0892
MA(1) -0.8338 0.1008

Butterworth NS4 ARIMA 
(1,1,2)

AR(1) 0.4906 0.0583
MA(1) -1.3395 0.0625
MA(2) 0.3432 0.0621
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Table 4 (Continued)

Location Station Model Coefficient Estimates Standard 
Error

Lubok Merbau NS5 ARIMA 
(1,1,2)

AR(1) 0.6452 0.0863
MA(1) -1.5047 0.0930
MA(2) 0.5198 0.0883

Sitiawan NS6 ARIMA 
(3,1,1)

AR(1) 0.0910 0.0127
AR(2) 0.0246 0.0126
AR(3) -0.0184 0.0126
MA(1) -0.9557 0.0043

Kota Bharu ES7 ARIMA 
(1,1,2)

AR(1) 0.5605 0.0322
MA(1) -1.3219 0.0367
MA(2) 0.3249 0.0365

Kuala 
Terengganu

ES8 ARIMA 
(2,1,1)

AR(1) 0.2803 0.0125
AR(2) 0.0915 0.0124
MA(1) -0.9849 0.0062

Cameron 
Highland

ES9 ARIMA 
(2,0,0)

AR(1) 0.4921 0.0261 
AR(2) 0.0305 0.0262

Kuantan ES10 ARIMA 
(2,1,1)

AR(1) 0.0919 0.0118
AR(2) 0.0675 0.0117
MA(1) -0.9770 0.0048

Subang CS11 ARIMA 
(1,0,1)

AR(1) 0.9522 0.0291
MA(1) -0.9254 0.0355

Petaling Jaya CS12 ARIMA 
(2,1,1)

AR(1) 0.0552 0.0155
AR(2) 0.0343 0.0154
MA(1) -0.9513 0.0062

Sepang CS13 ARIMA 
(1,1,1)

AR(1) 0.1224 0.0137
MA(1) -0.9888 0.0033

Melaka SS14 ARIMA 
(1,1,2)

AR(1) 0.7459 0.0377
MA(1) -1.5496 0.0429
MA(2) 0.5629 0.0401

Mersing SS15 ARIMA 
(1,1,2)

AR(1) 0.6731 0.0362
MA(1) -1.4005 0.0408
MA(2) 0.4196 0.0370
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After parameter estimation, the next step of the Box-Jenkins methodology is model 
diagnostic checking. In this step, the residual of a fitted ARIMA model was tested for the 
presence of serial autocorrelation and heteroscedasticity.

Location Station Model Coefficient Estimates Standard 
Error

Batu Pahat SS16 ARIMA 
(1,1,2)

AR(1) 0.8653 0.0469
MA(1) -1.7653 0.0529
MA(2) 0.7686 0.0517

Kluang SS17 ARIMA 
(1,1,2)

AR(1) 0.7066 0.0524
MA(1) -1.5504 0.0580
MA(2) 0.5648 0.0549

Senai SS18 ARIMA 
(1,0,1)

AR(1) 0.9352 0.0214
MA(1) -0.8738 0.0301

Table 4 (Continued)

Figure 6. Diagnostic checking results for station NS1
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Figure 6 shows the results of diagnostic checking using the Ljung-Box test for station 
NS1. The null hypothesis for the Ljung-Box test was set to be no serial autocorrelation in 
the residual of the fitted ARIMA (p, d, q) model.  Based on the plot, the residuals of the wind 
speed series in station NS1 has a zero mean and constant variance. The ACF plot exhibits 
no correlation in the residuals of the series. The p-value for Ljung-Box test also confirmed 
that the residuals of the series were uncorrelated. This step was performed towards the 
remaining stations and the results are simplified in Table 5. The results of Ljung-Box test 
for the residuals in Table 5 are given into two parts; the figures represent the p-values for 
residuals up to lag 10 followed by the p-value for residuals up to lag 20. In addition, to 
prove that the square residuals are not a sequence of white noise, the Ljung-Box test was 
also performed on the squared residual of the wind speed series.

Table 5

The Ljung-Box test for the residuals and squared residuals of the fitted ARIMA (p, d, q) model of daily wind 

speed series

Station ARIMA 
Model

p-value for Ljung-Box Statistics

Residuals Squared 
Residuals

NS1 ARIMA 
(2,1,1) 0.4028 2.2e-16

NS2 ARIMA 
(1,0,1) 0.0011 2.2e-16

NS3 ARIMA 
(1,0,1) 0.7637 0.00167

NS4 ARIMA 
(1,1,2) 0.2838 2.2e-16
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Table 5 (Continued)

Station ARIMA 
Model

p-value for Ljung-Box Statistics

Residuals Squared 
Residuals

NS5 ARIMA 
(1,1,2) 0.211 0.4394

NS6 ARIMA 
(3,1,1) 0.8291 2.2e-16

ES7 ARIMA 
(1,1,2) 0.4634 2.2e-16

ES8 ARIMA 
(2,1,1) 0.0037 2.2e-16

ES9 ARIMA 
(2,0,0) 0.0608 0.01968

ES10 ARIMA 
(2,1,1) 0.0048 2.2e-16

CS11 ARIMA 
(1,0,1) 0.7672 0.985
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Table 5 (Continued)

Station ARIMA 
Model

p-value for Ljung-Box Statistics

Residuals Squared 
Residuals

CS12 ARIMA 
(2,1,1) 0.9718 0.00294

CS13 ARIMA 
(1,1,1) 0.0486 0.00587

SS14 ARIMA 
(1,1,2) 0.1366 1.098e-13

SS15 ARIMA 
(1,1,2) 0.1366 1.098e-13

SS16 ARIMA 
(1,1,2) 0.3976 2.2e-16

SS17 ARIMA 
(1,1,2) 0.1932 2.2e-16

SS18 ARIMA 
(1,0,1) 0.6180 0.157
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Table 5 shows that the p-values of the Ljung-Box test for stations NS2, ES8, ES10, 
and CS13 show a clear evidence to reject the null hypothesis of no serial autocorrelation. It 
means that the wind speed daily series in these stations shows the presence of autocorrelation 
in the residual of the series. Other stations did not show the presence of serial autocorrelation 
in the residual of the daily wind speed series. On the other hand, the Ljung-Box test for 
the squared residuals with a p-value less than 0.05 indicates the presence of ARCH effect 
in the residuals of the series. Based on the results presented in Table 5, three stations were 
found to be not affected by ARCH effect, which was station NS5, CS11, and SS18. The 
remaining 15 stations showed that the residuals were a sequence of white noise which also 
indicated the presence of ARCH effect in the daily wind speed series. Therefore, to conclude 
on the presence of heteroscedasticity in the series, the LM test was applied towards the 
residuals of the fitted ARIMA models and the result are presented in Table 6.  The null 
hypothesis for this test is there is no ARCH effect presence in the residual of the models. 
For a p-value that is lower than 0.05, the null hypothesis is rejected which indicates that 
the model residuals significantly exhibit an ARCH effect. 

Table 6

The LM test for the residuals of the fitted ARIMA (p, d, q) model of daily wind speed series

Station ARIMA Model Residuals Squared Residuals
p-value p-value

NS1 ARIMA (2,1,1) 2.2e-16 1.928e-05
NS2 ARIMA (1,0,1) 1.029e-08 0.9162
NS3 ARIMA (1,0,1) 0.0449 0.0471
NS4 ARIMA (1,1,2) 2.2e-16 0.0110
NS5 ARIMA (1,1,2) 0.4922 1
NS6 ARIMA (3,1,1) 2.2e-16 2.2e-16
ES7 ARIMA (1,1,2) 2.2e-16 0.9999
ES8 ARIMA (2,1,1) 2.2e-16 0.2241
ES9 ARIMA (2,0,0) 0.0414 0.9448
ES10 ARIMA (2,1,1) 2.2e-16 0.9847
CS11 ARIMA (1,0,1) 0.9865 1
CS12 ARIMA (2,1,1) 0.0056 0.9338
CS13 ARIMA (1,1,1) 0.0175 0.9995
SS14 ARIMA (1,1,2) 3.228e-06 0.5071
SS15 ARIMA (1,1,2) 2.997e-11 1
SS16 ARIMA (1,1,2) 2.834e-16 0.3848
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The results in Table 6 show that the 3 stations; NS5, CS11, and SS18 were not affected 
by the heteroscedasticity effect based on the p-values of the residuals of the LM test. This 
was also supported by the Ljung-Box test in Table 5 for squared residuals. Hence, it can be 
concluded that the proposed ARIMA model for these 3 stations are suitable for forecasting 
the daily wind speed series in the respective location. On the other hand, the remaining 15 
stations verify that the ARCH effect was established in the wind speed daily series for these 
stations. Therefore, to cater the issue of the presence of serial autocorrelation and ARCH 
effect in the residual of fitted ARIMA (p, d, q) model, GARCH modelling is necessary to 
model the nonlinear part of the daily wind speed series. 

ARIMA-GARCH Modelling

The ARIMA model explains the linear part of the data, while the nonlinear characteristics 
is explained using the GARCH model which is derived based on the residual series of an 
ARIMA model. In this study, the method used to model the variance behavior was using 
the standard GARCH (1,1) model.

Table 7
The result for the estimated ARIMA-GARCH model for wind speed data in Malaysia

Table 6 (Continued)

Station ARIMA Model Residuals Squared Residuals
p-value p-value

SS17 ARIMA (1,1,2) 2.2e-16 0.0007
SS18 ARIMA (1,0,1) 0.1865 1

Station Model
Parameter Estimates Ljung-Box 

Test LM Test

μ α β p-value p-value

NS1 ARIMA 
(2,1,1) – 
GARCH 
(1,1)

0.0053 0.3363 0.0975 0.8176 0.0521 0.0131

NS2 ARIMA 
(1,0,1) – 
GARCH 
(1,1)

8.1178 1.0888 0.1384 0.6731 0.9053 0.9722
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Table 7 (Continued)

Station Model
Parameter Estimates Ljung-Box 

Test LM Test

μ α β p-value p-value

NS3 ARIMA 
(1,0,1) – 
GARCH 
(1,1)

8.4873 0.3458 0.0638 0.8489 0.9762 0.9510

NS4 ARIMA 
(1,1,2) – 
GARCH 
(1,1)

0.0003 0.0645 0.0258 0.9615 0.0000 0.1256

NS6 ARIMA 
(3,1,1) – 
GARCH 
(1,1)

0.0018 0.0936 0.0362 0.9376 0.2195 0.0812

ES7 ARIMA 
(1,1,2) – 
GARCH 
(1,1)

-0.0010 0.2578 0.1092 0.8551 0.0077 0.0902

ES8 ARIMA 
(2,1,1) – 
GARCH 
(1,1)

-0.0020 0.1026 0.1191 0.8763 0.0000 0.0007

ES9 ARIMA 
(2,0,0) – 
GARCH 
(1,1)

7.7551 1.7030 0.1552 0.4489 0.6530 0.3274

ES10 ARIMA 
(2,1,1) – 
GARCH 
(1,1)

0.0017 0.0707 0.0543 0.9390 0.7439 0.5164

CS12 ARIMA 
(2,1,1) – 
GARCH 
(1,1)

0.0005 1.6691 0.0647 0.6595 0.4033 0.4569

CS13 ARIMA 
(1,1,1) – 
GARCH 
(1,1)

0.0002 0.0795 0.0169 0.9655 0.6070 0.7862
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Table 7 gives the result of the ARIMA-GARCH model. The mean behaviour of the 
daily wind speed series was modelled using ARIMA model, while the standard GARCH 
(1,1) model captured the conditional variance in the residuals of the series. In this case, 
the GARCH model was used to cater the existence of the ARCH effect in the residual 
of daily wind speed series. The diagnostic checking was conducted once again on the 
ARIMA-GARCH model. The Ljung-Box test was used to check the presence of serial 
autocorrelation in the standardized squared residuals from the GARCH model. Based on 
the p-values in Table 7, it can be concluded that the serial autocorrelation no longer existed 
in the model except for 4 stations which were NS4, ES7, ES8, and SS14. The test was 
performed on the residuals of the hybrid model using the LM test to investigate the existence 
of remaining ARCH effect in the residuals of the model. The results in Table 7 prove that 
there was still ARCH effect in stations NS1 and ES8. For the stations NS2, NS3, NS6, ES9, 
ES10, CS12, CS13, SS15, SS16, and SS17, there was enough evidence to conclude that 
the daily wind speed series were free from the conditional heteroscedasticity. This shows 
that the ARIMA-GARCH model has precisely captured the dynamics in the wind speed 
daily series. However, further investigation should be done to treat the presence of serial 
autocorrelation in time series data collected from the stations NS4, ES7, ES8, and SS14, 
and the presence of ARCH effect in time series data collected from the stations NS1 and 

Table 7 (Continued)

Station Model
Parameter Estimates Ljung-Box 

Test LM Test

μ α β p-value p-value

SS14 ARIMA 
(1,1,2) – 
GARCH 
(1,1)

0.0004 0.0115 0.0124 0.9853 0.0119 0.3177

S S15 ARIMA 
(1,1,2) – 
GARCH 
(1,1)

-0.0011 1.5383 0.1468  0.6303 0.13388 0.22325

S S16 ARIMA 
(1,1,2) – 
GARCH 
(1,1)

0.0000 0.2179 0.0679 0.8831 0.7664 0.4526

S S17 A R I M A 
(1,1,2) – 
G A R C H 
(1,1)

0.0001 0.0103   0.0294   0.9691 0.14448 0.7983
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ES8 using other type of GARCH family models since it has proven to be very successful 
in describing the volatility dynamics in a short period of time (Jamaludin et al., 2016). 

Forecasting Capabilities using ARIMA Model and ARIMA-GARCH Model

The performance of the proposed model was tested based on the capability of forecasting 
future daily wind speed series. The model was built using the in-sample data and then was 
projected for 365 days ahead. This forecasted series that is estimated based on the best 
fitted model was compared with the last 365 of out-sample data and the accuracy of the 
forecasting model was evaluated from the RMSE and MAPE values where the lowest value 
indicates a better performance. The results of RMSE and MAPE between the in-sample 
and out-sample data are given in Table 8. Forecasting interpretation based on Table 1 is 
also included in the Table 8.

Table 8
The result of forecast accuracy using RMSE and MAPE and forecasting interpretation

Station Model In-Sample Out-Sample Forecasting 
InterpretationRMSE MAPE RMSE MAPE

NS2 ARIMA 
(1,0,1) - 
GARCH 
(1,1)

2.4554 23.7161 2.3163 23.7408 Reasonable

NS3 ARIMA 
(1,0,1) - 
GARCH 
(1,1)

1.9921 16.907 2.1799 16.3708 Good

NS5 ARIMA 
(1,1,2)

1.4156 13.7443 1.4401 15.4814 Good

NS6 ARIMA 
(3,1,1) - 
GARCH 
(1,1)

1.4584 13.7489 1.3166 15.2564 Good

ES9 ARIMA 
(2,0,0) - 
GARCH 
(1,1)

2.1346 19.8658 2.3821 20.3147 Reasonable

ES10 ARIMA 
(2,1,1) - 
GARCH 
(1,1)

1.8198 14.9371 1.6481 14.0077 Good
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Table 8 shows that the proposed model could forecast the daily wind speed series where 
the values of RMSE and MAPE of the out-sample data followed closely the in-sample data 
for ARIMA model and ARIMA-GARCH model. The values of MAPE for the proposed 
model shows that 11 out of 13 station (85%) gave good forecasts while the other 2 stations 
(15%) forecasted reasonably well as mentioned in Lewis (1982). Figure 7 shows the 
distribution of the best fitted model for 13 locations of wind stations in Peninsular Malaysia. 

Table 9 shows that the ARIMA and ARIMA-GARCH model could modelled most 
of the stations in the northern, east coast, central and southern regions. There were 3 
stations (16.68%) in the northern, central, and southern regions that could be modelled 
using ARIMA modelling. For ARIMA-GARCH modelling, 10 stations (55.56%) out of 
18 were able to be modelled using the hybrid model. This shows that 13 stations (72.24%) 
out of 18 wind stations in Peninsular Malaysia were successfully modelled using a time 

Table 8 (Continued)

Station Model In-Sample Out-Sample Forecasting 
InterpretationRMSE MAPE RMSE MAPE

CS11 ARIMA 
(1,0,1)

2.1572 18.8206 1.7758 17.3518 Good

CS12 ARIMA 
(2,1,1) - 
GARCH 
(1,1)

1.9336 17.2430 1.8117 15.9246 Good

CS13 ARIMA 
(1,1,1) - 
GARCH 
(1,1)

1.5761 14.8005 1.8743 14.3288 Good

SS15 ARIMA 
(1,1,2) - 
GARCH 
(1,1)

1.9593 15.0709 1.7438 13.7584 Good

SS16 ARIMA 
(1,1,2) - 
GARCH 
(1,1)

1.5367 14.8042 1.3239 13.3581 Good

SS17 ARIMA 
(1,1,2) - 
GARCH 
(1,1)

1.6702 16.0472 1.2368 13.4531 Good

SS18 ARIMA 
(1,0,1)

2.0314 19.685 1.9686 17.7601 Good
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series modelling. These results have proven the ability of the proposed models for wind 
speed forecasting and may be used to predict the future pattern of daily wind speed series 
in Peninsular Malaysia. The results of wind speed prediction can be used to provide a 
quantitative measure of wind energy available in the potential location for renewable 
energy conversion (Barbosa de Alencar et al., 2017). Further studies are required for the 
remaining 5 stations (27.78%) that give a non-conclusive result due to failure in modelling 
the volatility of the daily wind speed using both ARIMA and ARIMA-GARCH.

To check the forecasting performance of ARIMA-GARCH modelling, the 3 stations 
that had an adequate model of ARIMA was tested once again using ARIMA-GARCH. The 
forecasting accuracy measure as mentioned in Lewis (1982) for the out-sample for each 
station are illustrated in Table 10.

Figure 7. Results of ARIMA and ARIMA-GARCH models
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Table 9

Percentage of proposed model based on region of wind stations

Region Total
Station

ARIMA ARIMA-GARCH Non- Conclusive

Station Percent Station Percent Station Percent

North 6 1 5.56% 3 16.67% 2 11.11%

East 
Coast

4 0 0% 2 11.11% 2 11.11%

Central 3 1 5.56% 2 11.11% 0 0%

South 5 1 5.56% 3 16.67% 1 5.56%

Total 18 3 16.68% 10 55.56% 5 27.78%

Table 10

The result of forecasting performance of ARIMA-GARCH modelling

Location Station
ARIMA ARIMA-GARCH

Forecasting 
InterpretationRMSE MAPE RMSE MAPE

Lubok 
Merbau NS5 1.4401 15.4814 1.4529 15.6325 Good

Subang CS11 1.7758 17.3518 1.7697 16.6947 Good

Senai SS18 1.9686 17.7601 2.0671 17.6552 Good

Based on these results, it shows that even though the ARIMA model has proven to 
be adequate in modelling these 3 stations, the ARIMA-GARCH modelling also gives a 
good forecasting accuracy based on the forecasting interpretation by Lewis (1982). These 
models can be used in forecasting the daily wind speed in the wind station with a good 
forecasting result.

CONCLUSION AND FUTURE WORK

This study led to the construction of a time series model of daily wind speed series of 18 
meteorological stations in Peninsular Malaysia. The Box-Jenkins ARIMA modelling was 



Nor Hafizah Hussin, Fadhilah Yusof, ‘Aaishah Radziah Jamaludin and Siti Mariam Norrulashikin

56 Pertanika J. Sci. & Technol. 29 (1): 31 - 58 (2021)

used to build a model of wind speed series for each station. In measuring the adequacy of 
the proposed ARIMA model, 3 stations: NS5, CS11, and SS18, were proven to be suitable 
for forecasting the wind speed series using the ARIMA model while the 15 other stations 
are affected by the presence of serial autocorrelation as well as ARCH effects. To overcome 
the issue, we used the ARIMA-GARCH model for 15 stations. The results show that 10 
stations were successfully modelled using the ARIMA-GARCH model while 5 stations 
required other methods of modelling. Future work is needed to improve the limitation of 
the ARIMA-GARCH model for the remaining 5 stations. As for the 13 stations that had 
successfully been modelled using the time series, future work can be done by calculating 
the wind power density of each stations in Peninsular Malaysia in order to provide a 
quantitative measure of wind energy available in the potential location for renewable 
energy conversion. 
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ABSTRACT

This paper presents a comparison between a proportional-integral controller, low pass 
filters, and the linear quadratic regulator in dealing with the task of eliminating harmonic 
currents in the grid-connected photovoltaic system. A brief review of the existing methods 
applied to mitigate harmonic currents is presented. The Perturb & Observe technique 
was employed for maximum power point tracking. The PI control, low pass filters, and 
the linear quadratic regulator are discussed in detail in terms of their control strategies. 
The grid current was analyzed in the system with all three of the controllers applied to 
control the voltage source inverter of the solar photovoltaic system connected to the grid 
through an L filter and LCL filter and simulated in MATLAB/SIMULINK. The simulation 

results obtained have proven the robustness 
of the linear quadratic regulator over other 
methods. The technique lowers the grid 
current total harmonic distortion from 
7.85% to 2.13%.

Keywords: Harmonic current distortion, linear 

quadratic regulator, nonlinear load, photovoltaic 

system
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INTRODUCTION

Solar photovoltaic (PV) systems convert solar radiation into electrical power (Arora 
& Arora, 2018). They can be used to supply power to customers as standalone units or 
connected to the grid. One of the sources of harmonic currents in a PV system is the 
presence of nonlinear loads (Khomsi et al., 2018). Harmonic currents affect the control of 
interfaced inverters. The interfaced inverters used in PV systems behave like current sources 
when they are connected to the main grid (Singh et al., 2018).  The voltage source inverter 
(VSI) is responsible for controlling the power injected into the grid. Therefore, appropriate 
control strategies are needed for VSI to eliminate the effects of current harmonics which 
degrade the quality of the output power.

Azzam-Jai and Ouassaid (2018) had shown the effectiveness of active power filters 
(APF) in dealing with harmonic currents caused by nonlinear loads and power electronic 
converters. Although the hybrid compensation (HC) method using passive and active filters 
developed by Naderipoura et al. (2015) solved the power quality problems, it was expensive.

 Mohamed et al. (2017) proposed various methods to compensate for current harmonics 
in the grid-connected PV systems by applying a three-phase voltage-fed shunt active 
power filter. The conventional p-q theory for the harmonic current distortion presented 
by Krama et al. (2016) is capable of reducing the total harmonic distortion (THD) of the 
source current from 23.15% to 3.03% and compensating for the reactive power of the 
system. Jannesar et al. (2018) proposed a control strategy based on the optimal passive 
harmonic filter (PHF) to deal with the problem of lower active power and higher voltage 
total harmonic distortion THDV which led to an increased percentage of harmonic current 
in the LV distribution system located in Yazd province, Iran. Kumar (2015) used an LCL 
third-order filter to reduce the THD in the load current to within 1.74% and that of voltage 
to 0.05%. Active power filters were employed to damp harmonic currents by Colque et 
al. (2018). Belaidi et al. (2016) used grid current drawn by the nonlinear load to calculate 
the compensator reference current applying the controller based on the p-q theory. The 
application of VSI as an active power filter for harmonic current distortion can be found 
in the work of Bag et al. (2016).   

To overcome power quality problems in the distribution system caused by harmonic 
distortion, Peterson et al. (2017) applied the phasor aggregation technique in a high voltage 
network of 132 kV. Jain and Singh (2019) used a decoupled network of harmonics to 
filter out the harmonics from load current, thereby compensating for the reactive power 
consumed by nonlinear loads. An extended Kalman filter (EKF) state estimator was used 
to estimate the fundamental load currents in the control strategy developed by Srinivas 
et al. (2019). Chtouki et al. (2016) compared three passive filters L, LC, and LCL with 
an LCL filter with series and parallel resistors in the harmonic distortion of the system. A 
technique known as frequency-domain block least-mean square (FBLMS) was presented 
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by Kandpal et al. (2017). This method corrects the power factor, regulates the voltage, and 
drops the harmonic distortion of grid currents to below 5% when applied to the IEEE-519 
standard system. A method based on an n-stage second-order generalized integrator phase-
locked loop (SOGI-PL) was presented by Pereira et al. (2019). The technique was fast in 
the selection of the highest harmonic components. Additionally, in the study, copper and 
magnetic losses caused by the LCL filter were taken into account.

In this present study, a comparison is made of minimizing the effects of harmonic 
currents using a proportional-integral (PI) controller, low pass filter (LPF), and the linear 
quadratic regulator (LQR). The focus of this paper is the reduction of grid current THD.

The contribution of this research is the application of the LCL filter and the linear 
quadratic regulator in the minimization of THD and the control of VSI. 

METHODOLOGY 

In this work, PI control, LPF, and the LQR are discussed and used to design control schemes 
to control the grid current. The PV system used for testing, PI control, and LPF control 
schemes is shown in Figure 1 and includes the PV source, DC/DC boost converter, DC/
AC converter, and L filter.

Figure  1. PV system is connected to the grid through VSI
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PI Control Scheme

This control methodology is the conventional control strategy that has been used for decades 
to control several systems. The function of the PI controller (Upaphai et al., 2019) is to 
make the measured output track the reference input of the controlled system by minimizing 
the errors between them.

From Figure 1, the grid-side voltage  Equation 1 can be written as Fekkak et al. ( 2018):

ia ga ga

ib gb gb

ic gc gc

v v i
dv v L i
dt

v v i

    
     = −    
         

       (1)
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Where , ,ia ib icv v v  are inverter voltages, , ,ga gb gcv v v  are grid voltages, , ,ga gb gci i i  are grid 
currents, and L  is the filter inductance. The dq  transformation of Equations 2 and 3 is,

gd
id gd s gq

di
v v L Li

dt
ω= − +        (2)

gq
iq gq s gd

di
v v L Li

dt
ω= − +        (3)

Where:
idv = direct axis inverter voltage.
iqv = quadrature axis inverter voltage.

The abc  reference voltages to control the VSI are calculated as shown in Figure 2 (Colque 
et al., 2018).

Figure 2. Cross-coupling control of current loops

In Figure 2, the output voltages of the PI-Controllers are (Equations 4 and 5):

( )1 1 i
d p dreft d

kv k i i
s

 = + − 
 

      (4)

( )1 1 i
q p qreft q

kv k i i
s

 = + − 
 

       (5)

Therefore, the dq  components of the voltage references can be deduced as Equations 6 
and 7:

1dref dg d s iqv v v Liω= + −        (6)
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1qref qg q s idv v v Liω= + −        (7)

Reference Current Calculation

The active (P) and reactive (Q) powers written in the dq  transformation are (Equations 8 
and 9):

( )3
2 d d q qP v i v i= +         (8)

( )3
2 q d d qQ v i v i= +          (9)

Re-placing qi and qi  by their references gives Equations 10 and 11,

( )3
2ref d dref q qrefP v i v i= −         (10)

( )3
2ref q dref d qrefQ v i v i= −         (11)

From Equations 10 and 11, the currents references can be expressed by Equation 12:

( )2 2

2
3

dref id iq ref

qref iq id refid iq

i v v P
i v v Qv v
     

=     −+     
       (12)

The complete circuit diagram for this method is shown in Figure 3.
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Figure 3. PI control scheme
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LPF Control Scheme

In this control mechanism, two LPFs were used to filter the load currents separately and 
then the filtered currents were subtracted from the original components of the load currents 
to obtain the harmonic components as shown in Figure 4 (Colque et al., 2018).

Harmonic Current Extraction

The three-phase load currents ( ), ,la lb lci i i
 were converted into their dq components 

( ),ld lqi i and then the two LPFs were used to filter the currents separately. The filtered 
currents were subtracted from the original three-phase load currents to obtain the harmonic 
components as shown in Figure 4 (Colque et al., 2018).

abc

dq

LPF

LPF

ldi

lqhi

ldi
ldhi

lqi

lai

lci
lbi

lqi

−+

−
+

Figure 4. Extraction of harmonic currents

The outputs in Figure 4 are added to the reference currents in Equation 12 to obtain 
Equations 13 and 14,

dreft dref ldhi i i= +          (13)

qreft qref lqhi i i= +          (14)

These become the new reference currents. The developed control strategy is shown in 
Figure 5.

LQR Control Scheme

The LCL  filter added to the PV system is shown in Figure 6 (Pereira et al., 2019). The 
filter damps the harmonic currents caused by nonlinear loads and the electronic components 
in VSI. Proper modeling of the filter is crucial in the design of a suitable controller for the 
VSI so that it contributes to the mitigation of the THD in the system.



Harmonic Current Distortion

65Pertanika J. Sci. & Technol. 29 (1): 59 - 75 (2021)

Figure  6. PV system with an LCL filter

Dynamic Model of the VSI and LCL Filter

The equivalent circuit of the LCL  filter with damping resistance is shown in Figure 7 
(Darwish et al., 2013 & Geddada et al., 2015), in which iV  denotes the inverter voltage; 

CV
 denotes the grid voltage; CV is the capacitor voltage; , ,i g iR R L , and gL are the filter 

resistances and inductances, respectively; CR  is the filter capacitance; and CR is the 
capacitor damping resistance. The current is flowing from the VSI to the grid.

Figure 5. The LPF control scheme
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The per-phase circuit dynamics of Figure 7 can be represented in the stationary reference 
frame by Equations 15-18

i
i i c i i

diL v v R i
dt

= − −         (15)               

g
g c g g g

di
L v v R i

dt
= − −        (16)

1
c c c Cv i dt i R

C
= = ⋅ +∫          (17)

i c gi i i= +               (18)

Taking the Laplace transform of Equations 15-18 results in Equation 19,

( ) ( )

( )

3 2
0 1 2 3

2

3 2
0 1 2 2

1

1

C
g i

i
g

sR Ci s v s
a s a s a s a

Cs CR s v s
a s a s a s a

+
=

+ + +

+ +
−

+ + +

      (19)     

The LCL filter transfer function is then defined by Equation 20:

( ) ( )
( ) 3 2

0 1 2 3

1g C

i

i s sR CG s
v s a s a s a s a

+
= =

+ + +       (20)

Where:

0 i ga L L C=  
( ) ( )( )1 g C i i C ga C L R R L R R= + + +  

( )2 g i C i C g i ga L L C R R R R R R= + + + +

3 i ga R R= +

Figure 7. LCL  filter equivalent circuit
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Where:
gi = grid-side current, 

The LQR can be represented by the block diagram shown in Figure 8. In this controller, 
r  is the reference input, e is the state error, K is the controller gain vector, u is the plant 
input, P  is the controlled plant, x is the state vector, and y is the measured output. In 
this study, the reference input is the reference grid current grefi ; the state error e is the 
difference between the reference and the measured grid current gi ; the controller K is the 
LQR; and the plant input u  is the inverter voltag Vi.

Figure 8. LQR control system

The problem is to find the vector ( )tK  of the control law (Equation 21) (Xie et al., 2020, 
Arab et al., 2020 & Oonsivilai et al., 2019),

( ) )()( txtKtu −=           (21)

that minimizes the value of a quadratic performance index J of the form (Equation 22),

( )∫
=

=
′+′=

ft

t
dtRuuQxxJ

0
         (22)

The controller is obtained by solving the Algebraic Riccati Equation (ARE) (Equation 23),

( ) ( ) ( ) ( ) ( )1p t p t A A p t Q p t BR B p t−′ ′= − − − +
    (23)

The closed-loop dynamics under state feedback law with ( ) )()( txtKtu −=  is given by 
Equation 24,

( )( ) CLx t A BK x A x= − =
       (24)
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RESULTS, VERIFICATION, AND DISCUSSION

The simulation was performed in MATLAB/Simulink for a grid-connected PV system 
with the parameters shown in Table 1.

Table 1  
Parameters of the PV system

Parameter Value

The line to line voltage L LV − 380 V

DC bus voltage dcV 650 V

Grid frequency f 50 Hz

Inverter-side resistance iR 0.5 Ω

Inverter-side inductance iL 1.7 mH

Grid-side resistance gR 0.5Ω

Grid-side inductance 
gL 0.1 mH

Filter capacitance CR 5 Fµ

Capacitor resistance C 20 Ω

The LCL filter transfer function in Equation 20 was converted into state space. 
MATLAB function lqr was used to search for the controller K gains used to control the 
plant. The gains were [ ]41.4389 133.2036 255.0779K = .

The step response and linear analysis results of the system with and without LQR are 
shown in Figure 9 and Table 2 respectively. The step response shows that the system with 
LQR control is faster, settles to steady-state earlier, and permits lower steady-state error 
than when the system is without it. The results in Table 2 show that the system with LQR 
is four times faster than without it, and the difference in steady-state error with and without 
LQR is significantly big enough to prove the effectiveness of the proposed controller.
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Figure 9. Step response of the system with and without LQR

Table 2  
Linear analysis results

Performance Without LQR With LQR
Rise time 0.00395 0.000886
Settling time 0.00704 0.00159
Steady state error 1 0.212

RESULTS

The systems which are shown in Figure 3, Figure 5, and Figure 8 were run. The THD 
recorded with PI control was 7.85% in Figure 10. After the addition of the LPFs in the 
control strategy, the THD was reduced to 4.27% as shown in Figure 11. Optimal control 
based on LQR managed to decrease the THD to 2.13% (Figure 12). The results above were 
verified by the behavior of the grid current shown in Figures 13 to 15.

DISCUSSION

The results presented in Figures 10 to 15 show the robustness of the LQR control strategy 
compared to the other controllers. With the PI controller, the grid current has serious 
damaging oscillations. 

The application of a filter has shown positive effects in previous studies (i.e., Mohamed 
et al., 2017; Belaidi et al., 2016; Ouchen et al., 2016) as it also did in this present research
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Figure 10. FFT analysis for THD of grid current with the PI control scheme

Figure 11. FFT analysis for THD of grid current with the LPF control scheme

Figure 12. FFT analysis for THD of grid current with the LQR control scheme
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Figure 13. Highly-distorted grid current with a PI controller
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Figure 14. Grid current with the LPF control scheme

Figure 15. Grid current with the LQR control scheme
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even though the control strategies are different. In this research, an LCL filter was used 
while in the studies of Mohamed et al. (2017), Belaidi et al. (2016) and Ouchen et al. 
(2016), shunt active power filters were applied. In all cases, THD was highly reduced and 
there was a significant improvement in the current after the application of the proposed 
controllers. When LPF and LCL filters were applied, there was a reduction in THD similar 
to the results obtained by Yousef et al. (2018), in which a shunt active power filter (APF) 
was applied to eliminate the harmonic currents caused by the nonlinear load. Additionally, 
there was a significant reduction in harmonic content in the grid current after the application 
of the LPF scheme (4.27%) and the LQR control (2.13%), meeting the 5% requirement as 
per the IEEE-519 standard. This experiment had applied LPF and LCL filters with LQR 
as in the previous study of Pereira et al. (2019), who also employed LCL filters for THD. 
In both studies, there have been significant distortion of the harmonic currents by the LCL 
filter. This study had applied L, LPF, and LCL filters in its control schemes, while the study 
of Chtouki et al. (2016) employed L, LC, and LCL for two comparative studies with and 
without passive damping. In both types of research, there have been optimum results in 
terms of harmonic reduction. The use of the L-C-L third-order filter reduced the THD to 
1.74%, slightly lower than the results obtained in this work which managed to reduce THD 
to 2.13% by applying an LCL filter and LQR control for the VSI.

CONCLUSION

The paper has presented a control strategy for VSI that takes care of the presence of 
harmonics caused by nonlinear loads in the photovoltaic system integrated with the 
power system. In this paper, the DC/DC converter was controlled by P & O MPPT that 
concentrated on maximizing the available solar power and maintained an acceptable 
efficiency around the full load condition. The results obtained from tests with PI, LPF, 
and an LCL filter with LQR proved the robustness of the proposed controller. The LCL 
filter and the control scheme based on LQR assisted in removing harmonics from the grid 
current due to the non-linear load and the VSI. Through the simulation exercise, the total 
harmonic distortion found in the grid current fell from 7.85% to 2.13% when the optimal 
controller was applied.
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ABSTRACT

This paper presents a statistical study on the AC Breakdown Voltage (BDV) of Refined, 
Bleached and Deodorized Palm Oil (RBDPO) olein under the influence of moisture. 
Different moisture contents of the RBPDPO were prepared by drying the RBDPO in the 
oven at different time intervals. The AC BDV test of RBDPO was performed whereby 
the distance between 2 electrodes was set to 1 mm. The statistical analyses of AC BDV 
data for RBDPO were carried out based on normal, lognormal and Weibull distributions. 
It was shown that as the moisture content increased, the AC BDV of RDBPO decreased 

exponentially. Statistical analyses revealed 
that the AC BDV data with different moisture 
contents had platykurtic distributions. 
Moisture could influence the skewness of 
the distribution whereby the tail shifted 
from right to left as the content increased. 
At different moisture contents of RBDPO, 
most of the AC BDV data of RBDPO could 
be represented by Weibull distribution.

Keywords: AC breakdown voltage, moisture, palm oil, 

statistical distribution 
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INTRODUCTION

Among the main insulation materials in transformers is Mineral oil (MO). MO has an 
excellent electrical insulation and cooling properties, and it could act as an information 
carrier to determine the condition of transformers (Heathcore, 2007). It has been extensively 
used for decades due to its good performance to provide the necessary insulation to 
transformers (Martins, 2010; Oommen, 2002).

However, MO has several issues such as low fire/flash points and moisture tolerance 
(Tenbohlen & Koch, 2010). It has poor biodegradability, and it could cause contamination 
issues if serious spills occur in the soils and waterways (Mohamad et al., 2015). In addition, 
MO is a non-renewable source (Azis et al., 2014). Recently, the interests on environmental 
considerations in electrical industries are increasing which prompt for serious efforts to 
seek alternatives for MO. 

Several types of Vegetable Oil (VO) have been identified as viable alternatives for 
MO whereby extensive laboratories experimental works and in-services testing have been 
carried out previously (Rafiq et al., 2015). Palm Oil (PO) is among the VOs that have been 
considered as alternative of MO for dielectric insulating liquid application (Mohamad et al., 
2014). Different types of POs have been investigated where promising results have been 
obtained (Suwarno et al., 2003). Refined, Bleached and Deodorized Palm Oil (RBDPO) 
has been established as one of the promising POs which can be used as dielectric insulating 
fluid in transformers (Suleiman & Muhamad, 2011). RBDPO is environment friendly and 
it has high fire safety as compared to the MO (Aditama, 2005; Kiasatina et al., 2011). It 
is widely available in Malaysia and its characteristics such as biodegradability and non-
toxicity are similar to other types of VO (Azis et al., 2014). 

Previous studies have shown that the AC Breakdown Voltage (BDV)s of the MO and 
VO could be affected by the moisture (Takaaki et al., 2008). Previous study on MO showed 
that the AC BDV could decrease by 78% as the moisture increased from 12 ppm to 41 ppm 
(Suwarno & Prakoso, 2015). The study had shown that the AC BDV of MO maintained 
almost unchanged at low level as the relative water content increased higher than 50% 
(Suwarno & Prakoso, 2015). Wang & Wang (2008) had shown that the highest percentage 
of decrement for AC BDV for MO was 68% and a decrement trend was observed as the 
relative humidity increased from 3 % and 98%. Martin & Wang (2006) revealed that the 
AC BDV of MO decreased from 29 kV to 20 kV as the moisture increased from 5 ppm 
to 17 ppm. 

On the other hand, it is shown that higher moisture content is required to cause 
significant reduction of AC BDV for VO as compared to MO. Martin & Wang (2006) 
showed that the AC BDV strength of natural ester decreased from 38 kV to 34 kV as the 
moisture increased from 31 ppm to 340 ppm. Other study showed that the AC BDV of 
natural ester decreased from 82 kV to 15.3 kV as the moisture increased from 128 ppm 
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to 776 ppm (Primo et al., 2019).  A previous study on rapeseed oil also showed that the 
increment of moisture from 40 ppm to 3,000 ppm caused the reduction of AC BDV from 
61 kV to 8 kV (Mehmood et al., 2018). Another study had shown that 100 ppm of moisture 
could cause 11%, 37% and 17% reductions of AC BDVs for red palm oil, RBDPO and 
Palm Fatty Acid Ester (PFAE) (Suleiman et al., 2014). Murad et al. (2013) showed that 
the introduction of 700 ppm moisture in RBDPO, carotino oil and PFAE could caused 
reduction 67%, 49% and 82% of AC BDV, respectively. At the moment, there is a limited 
study that has been performed to examine the overall pattern of AC BDV of RBDPO versus 
moisture. The knowledge could be useful especially on identifying the AC BDV saturation 
level for RBDPO as compared to other types of VO.

In this study, the influence of moisture on the AC BDV of RBDPO was investigated. 
RBDPOs with different moisture contents were prepared by controlling the drying times 
of RBDPO in the oven. All RBDPOs were measured for moisture contents and AC BDVs 
and the parametric statistical techniques were used to analyze the AC withstand voltages.

MATERIALS AND METHODS

Samples Preparation

A membrane filter with a pore size of 0.2 µm was used to filter the RBDPO. In total, 3 
times of filtration process was carried out to ensure the number of particles in the sample 
could be reduced as low as possible (Wang & Wang, 2008). The first sample of RBDPO 
was defined as “as-received”. The RBDPO was dried in an air circulating oven at 85°C for 
6, 12, 18, 24, 30, 36, 42 and 48 hours individually to obtain different moisture contents. 
The volume for each of the samples was set to 500ml. After the drying process, all samples 
were further rested at ambient temperatures for at least 6 hours before the moisture and 
AC breakdown measurements were carried out.

Moisture Measurement

The moisture in RBDPO was measured by a Metrohm 831 Karl Fischer (KF) Coulometer 
as per ASTM D6304-16e1 (2016). For each of the moisture measurements, 1 ml of RBDPO 
was extracted and injected into titration vessel that contain CombiCoulomat fritless Karl 
Fischer reagent as seen in Figure 1. In total, 2 measurements were taken, and the average 
value was used for the analysis. 

AC BDV Measurement

AC BDV of RBDPO was performed by an automatic BAUR DPA 75C breakdown tester 
based on ASTM D1816-12 (2019). The test was conducted at ambient temperatures. The 
gap distance between 2 VDE electrodes with a diameter of 36 mm was set to 1 mm. In 
total, 400 ml of RBDPO was used for the AC BDV test and it was carefully poured into 
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the test cell in order to ensure there was no bubble formation as shown in Figure 2. The 
samples were rested for 15 minutes before the test was carried out. The test cell containing 
the RBDPO was placed in the test slot located within the BAUR DPA 75C breakdown 
tester. The voltage was automatically increased at 0.5 kV/s until the breakdown occurs 
between the 2 VDE electrodes and its corresponding breakdown voltage was recorded 
by the tester. Next, the RBDPO was automatically continuously stirred with a magnetic 
stirrer without any application of voltage for 5 minutes before the next breakdown test was 
carried out. The process was automatically repeated until 50 measurements were recorded 
for each of the samples. 

Figure 1. Moisture content test of the RBDPO

Figure 2. AC BDV test of the RBDPO
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RESULTS AND DISCUSSION

Moisture Versus Drying Time

Moisture in RBDPO at different drying times can be seen in Figure 3a. It was observed that 
as the drying times increased, the moisture decreased exponentially. Apparent reduction 
of moisture up to 41% was found after 6 hours of drying. After 18 hours of drying, the 
reduction rate of moisture started to decrease. Between 18 hours and 48 hours of drying, the 
moisture decreased from 326 ppm to 199 ppm. The highest variation of the moisture content 
was observed for “as-received” samples as shown in Table 1. The variation decreased to 
a range between 1% and 3% with the increment of the drying time.

Figure 3. Relationship between (a) Moisture and drying time for RBDPO; (b) AC BDV and drying time for 
RBDPO

Table 1
Moisture content, standard deviation, and coefficient of variation according to drying time

Drying time (h) Moisture content 
(ppm)

Standard deviation 
(ppm)

Coefficient of 
variation (%)

0 943 53.60 6
6 553 0.85 1

12 499 1.84 1
18 326 2.12 1
24 305 1.34 1
30 287 1.41 1
36 250 6.01 2
42 228 2.26 1
48 199 5.87 3
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AC BDV Versus Drying Time

Linear increment of the AC BDV was found as the drying time increased as shown in 
Figure 3b. After 48 hours of drying, the AC BDV of RBDPO increases to 55.95 kV. The 
variation of AC BDVs is slightly different than moisture content as shown Table 2. The 
highest variation of AC BDV occured after 6 hours of drying. After 42 hours of drying, 
the variation of AC BDV stabilized whereby it was maintained at 6%.

Table 2 
Mean AC BDV, standard deviation, and coefficient of variation according to drying time

Drying time (h) Mean AC BDV (kV) Standard deviation 
(kV)

Coefficient of 
variation (%)

0 13.34 1.31 10
6 18.88 3.75 20

12 20.68 3.50 17
18 38.37 5.87 15
24 39.86 4.82 12
30 47.06 5.27 11
36 47.41 3.97 8
42 51.09 3.16 6
48 55.95 3.58 6

AC BDV Versus Moisture

It is apparent that the moisture has an apparent effect on the AC BDV of RBDPO as shown 
in Figure 4. The AC BDV of RBDPO decreased exponentially with the increment of the 
moisture. The highest percentage of AC BDV decrement could be up to 76% as the moisture 
increased from 199 ppm to 943 ppm. 

The variation of AC BDV at different instance intervals and moisture contents can be 
seen in Figure 4. It was observed that the variation of AC BDV for RBDPO at moisture 
of 943 ppm was quite low as shown in Figure 5a. On the other hand, high variations of 
AC BDVs for RBDPO were observed at moisture of 326 ppm, 305 ppm and 287 ppm as 
shown in Figure 5d, e, and f. The variations of AC BDVs for  RBDPO were observed to 
be quite moderate at moisture of 553 ppm, 499 ppm, 250 ppm, 228 ppm and 199 ppm as 
seen in Figure 5b, c, g, h, and i, respectively.



Statistical Analysis of AC Dielectric Strength for Palm Oil

83Pertanika J. Sci. & Technol. 29 (1): 77 - 94 (2021)

Figure 4. AC BDV versus moisture for RBDPO

Figure 5. Distribution of AC BDV of RBDPO at moisture of (a) 943 ppm; (b) 533 ppm; (c) 499 ppm; 
(d) 326 ppm
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Figure 5. Distribution of AC BDV of RBDPO at moisture of (e) 305 ppm; (f) 287 ppm; (g) 250 ppm; 
(h) 228 ppm; (i) 199ppm
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Statistical Analysis of AC BDV

Normal, lognormal and Weibull Cumulative Distribution Function (CDF) were the 
parametric techniques used to analyze the AC BDV data at different moisture contents. 
Equations 1 to 3 show the CDF models for normal, lognormal and Weibull distributions. 
For Equations 1 and 2, “ ”,  represent of data, mean and standard deviation 
respectively. On the other hand, the “ ”,  represents data, scale, and shape 
parameter for Equation 3.

     [1]

     [2]

      [3]

Normal distribution or also well known as Gaussian distribution assumes that the data 
lie symmetrically close the mean of the data obtained (Martin & Wang, 2008). Kurtosis 
can be used to analyzed the extreme or less extreme values around the distribution based 
on Equation 4 (Martin & Wang, 2008). The symmetrical of the data is determined by 
analyzing the skewness as seen in Equation 5 (Martin & Wang, 2008). For Equations 4 
and 5, the “ ”,  and  represents of the sample size, individual value, and the mean 
of the sample, respectively.

       [4]

        [5]

The skewness and kurtosis of the data for all samples can be seen in Table 3. Normally 
distributed data has the kurtosis of 3 and skewness of 0. If the kurtosis is less than 3, it 
means that the kurtosis is plytokurtic which indicates less extreme tail of the distribution. 
Kurtosis higher than 3 indicates leptokurtic distribution which mean extreme tail of the 
distribution. If the skewness is less than 0, the left tail of distribution is longer than right 
tail and vice versa if the value is higher than 0. Based on Table 3, it is apparent that the AC 
BDV data of RBDPO at different moisture contents had plytokurtic distribution whereby 
the tail was less extreme and concentrated mainly at the mean. Skewness analysis revealed 
that as the moisture decreased, the distribution tail shifted from right to left. Figure 6 shows 
the illustration of the AC BDV data distribution. It is shown the distribution of AC BDV 
data at moisture of 943 ppm has long right tail as shown in Figure 6a. The distributions of 
AC BDV data had no apparent extreme right or left tail as the moisture decreased from 553 



Muhammad Safwan Shukri, Norhafiz Azis, Jasronita Jasni, Robiah Yunus and Zaini Yaakub

86 Pertanika J. Sci. & Technol. 29 (1): 77 - 94 (2021)

ppm to 228 ppm as shown in Figure 6b, c, d, e, f, g, and h. As the moisture reached 199 
ppm, the AC BDV data distribution started to exhibit long left tail as shown in Figure 6i.

Table 3
Kurtosis and skewness based on AC BDV data

Moisture content 
(ppm)

Mean AC BDV (kV) Kurtosis for AC 
BDV data

Skewness for AC 
BDV data

943 13.34 1.31 1.36
553 18.88 0.11 0.11
499 20.68 -1.07 0.03
326 38.37 0.39 -0.44
305 39.86 0.24 -0.66
287 47.06 1.02 -0.61
250 47.41 -1.01 -0.30
228 51.09 -0.51 0.16
199 55.95 2.28 -1.34

Figure 6. Histogram of frequency versus AC BDV of RBDPO at moisture of (a) 943 ppm; (b) 533 ppm; 
(c) 499 ppm; (d) 326 ppm
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Figure 6. Histogram of frequency versus AC BDV of RBDPO at moisture of (e) 305 ppm; (f) 287 ppm; 
(g) 250 ppm; (h) 228 ppm; (i) 199ppm
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The comparison among the fitted AC BDV data by normal, lognormal and Weibull 
distributions can be seen in Figures 7 to 9. Weibull distribution could represent most of 
the AC BDV data at moisture from 499 ppm to 199 ppm. The AC BDV data at moisture of 
943 ppm and 553 ppm could not be represented by Weibull distribution whereby the data 
deviations occured at lower probability. Normal and lognormal distributions could represent 
the AC BDV at moisture of  943 ppm, 553 ppm and 499 ppm quite well as compared to 
Weibull distribution. However, as the moisture decreased, apparent data deviations occured 
at both lower and higher probabilities. Lognormal distribution performed better than normal 
distribution in term of representation the whole AC BDV data. 

Figure 7. Normal probability plots of RBDPO

Figure 8. Lognormal probability plots of RBDPO
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Figure 9. Weibull probability plots of RBDPO

The AC BDVs at 1%, 10%, 50% and 90% probabilities can be seen in Tables 4 to 
7. It was found that the AC BDVs at 1%, 10% and 90% by lognormal distribution were 
slightly higher than other distributions. On the other hand, the AC BDV at 50% probability 
by Weibull distribution was slightly higher than other distributions. At 1%, 10% and 50% 
probabilities, the AC BDVs obtained by the Weibull distribution had the highest increments 
as moisture decreased from 943 ppm to 199 ppm with percentages of 453%, 375% and 
321%. At 1% and 10% probabilities, the AC BDVs obtained by the normal distribution 
had the second highest of increment of 362% and followed by the lognormal distribution 
of 346% and 334%. At 50% probability, the AC BDV increment for lognormal distribution 
was slightly higher than normal distribution of 320%. At 90% probability, the AC BDV by 
lognormal distribution had the highest increment of 307%. The second highest of increment 
at 90% probability was normal distribution followed by Weibull distribution of 303% and 
289% respectively.

Table 4
AC BDV at 1% probability according to parametric methods

Drying times
(h)

Moisture content 
(ppm)

1% probability (kV)
Normal Lognormal Weibull

0 943 10.30 10.70 8.47
6 553 10.16 11.46 8.82
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Table 5
AC BDV at 10% probabilities according to parametric methods

Table 4 (Continued)

Drying times
(h)

Moisture content
(ppm)

10% probability (kV)
Normal Lognormal Weibull

0 943 11.67 11.79 10.93
6 553 14.07 14.21 13.53

12 499 16.21 16.35 15.87
18 326 31.18 30.72 30.46
24 305 33.69 33.56 33.65
30 287 40.31 40.18 39.71
36 250 42.32 42.47 41.31
42 228 47.05 47.12 46.13
48 199 51.36 51.22 51.97

Table 6
AC BDV at 50% probability according to parametric methods

Drying times
(h)

Moisture content
(ppm)

50% probability (kV)
Normal Lognormal Weibull

0 943 13.34 13.28 13.42
6 553 18.88 18.45 19.08

12 499 20.68 20.38 20.98
18 326 38.70 37.89 38.91

Drying times
(h)

Moisture content 
(ppm)

1% probability (kV)
Normal Lognormal Weibull

12 499 12.56 13.66 11.21
18 326 25.05 25.88 22.45
24 305 28.65 29.36 26.77
30 287 34.81 35.52 31.68
36 250 38.18 38.94 34.38
42 228 43.75 44.18 40.25
48 199 47.62 47.75 46.82
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Table 7
AC BDV of 90% probability based on parametric method

Samples Moisture  content 
(ppm)

90% probability (kV)
Normal Lognormal Weibull

0 943 15.01 14.96 15.29
6 553 23.68 24.08 23.74

12 499 25.15 25.41 25.04
18 326 46.22 46.75 45.47
24 305 46.04 46.61 45.43
30 287 53.81 54.39 53.41
36 250 52.49 52.56 52.58
42 228 55.13 55.19 55.18
48 199 60.54 60.86 59.60

CONCLUSION

According to the current study, it is found that the drying process does help with the 
improvement of the AC BDV of RBDPO through reduction of moisture. The AC BDV of 
RBDPO decreases exponentially with the increment of the moisture. The AC BDV data 
of RBDPO has a plytokurtic distribution whereby the distribution tail shift from right to 
left as the moisture increases. Weibull distribution can represent most of the AC BDV 
data of RBDPO at different moisture contents quite well as compared to the normal and 
lognormal distributions.   

Table 6 (Continued)

Drying times
(h)

Moisture content 
(ppm)

50% probability (kV)
Normal Lognormal Weibull

24 305 39.86 39.55 40.42
30 287 47.06 46.75 47.59
36 250 47.41 47.24 47.87
42 228 51.09 50.99 51.47
48 199 55.95 55.83 56.51
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ABSTRACT

This research aimed to analyse the linear launcher motor (LM) for the light electric 
vehicle (EV) application that generated a linear movement. LM will replace the piston 
engine and eliminate the internal combustion engine (ICE) issues namely engine weight 
and friction at piston wall. The finite element magnetic softwares (FEMs) for a magnetic 
field was described in this study by predicting the magnetic flux relationship using a 2D 
J-Mag software. In addition the finite element (FE) analysis was used to simulate the 
linear launcher motor by using MATLAB/Simulink software. The results show that the 
linear launcher motor can generate the axial force, speed, and displacement of with and 
without load. The maximum force without load was ~1.6kN while force with load was 
~1.4kN at 100A supplied. The comparison between the force without load and load force 
was different by12.5%.
Keywords: Electric vehicle, finite element magnetic softwares, linear launcher motor 

INTRODUCTION

The automobile industry in the coming years 
will face serious problems such as global 
warming and fossil fuel resources. This is 
because most vehicles on the road today 
use a large amount of internal combustion 
engine (ICE), which is the burning engine 
process that causes environmental pollution. 
According to a recent study, ICE by using 
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gasoline combustion is the most polluted air at about 28% (Andersson, 1991; Noor et al., 
2019a). Compression piston rings and cylinder walls are represented by a significantly 
higher power loss in modern ICE that accounts for about 35% of the overall mechanical 
friction engine (Noor et al., 2019b; Bolander et al., 2005). To overcome these problems, 
various types of research and development for next-generation vehicles have been pursued 
from different angles (Chan, 1996). 

This research aimed to provide the opportunity to develop the analytical study of a 
linear launcher motor (LM) for electric vehicle (EV) application, known as the linear 
electromagnetic motor (EMM). The finite element magnetic softwares (FEMs) for a 
magnetic field are described by predicting the magnetic flux relationship using 2D J-Mag 
software. In addition, the finite element (FE) analysis was used to simulate the linear 
launcher motor by using MATLAB/Simulink software. Finally, the results show that the 
linear launcher motor could generate axial force, speed, and displacement of with and 
without load.

LINEAR MOTIONS

The application of linear motion is currently more challenging than ever due to faster 
methods, more accurate positioning, longer life, less maintenance, less moving parts, and 
endless lists (Miler, 2006). There are various types of engines in the global market that 
have a different number of cylinders namely the inline engine, V engine, and flat-opposed 
engine. Every cylinder contains a piston that moves up and down inside the engine, where 
it is connected through an individual connecting rod to a universal crankshaft.

Concept of Linear Launcher Motor 

The linear launcher motor is a conventional motor in which projectile moves in a linear 
direction rather than in the rotation (Bedajangam & Jadhav, 2013; Mclean,1988; Say & 
Taylor, 1982; Matsch & Morgan, 1986; Sgobba, 2011). This kind of linear launcher may 
have a set of solenoids placed alongside the moving object. This linear launcher looks like 
a tubular launcher, which primarily consists of a simple row of coaxial coils. The linear 
launcher is divided into three categories including coil-gun, rail-gun, and induction launcher 
(Laithwaite, 1975; Gieras & Piech, 1999; Beaty & Kirtley, 1998).

Structure Linear Launcher Motor Model

The structure of linear LM is similar to a linear motor that is a solenoid actuator. A York 
and mover are the key components of this linear LM as shown in Figure 1. They are 
fabricated using materials such as mild steel AISI 1008 due to its good magnetic properties 
that contain 8-13% of carbon (Chemerys, 2001). The coil used is a copper wire material. 
Table 1 presents the parameter of the linear LM model.
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Method of the linear LM calculation

There are two types of calculations used to predict the linear LM, which are induction of 
coil and axial fields of finite coil.

Inductance of Coil 

Figure 2 shows the air core coil and magnetic flux surrounding the conductor.

Figure 1.Structure of linear LM model

Table 1 
The parameter of the linear LM model

Item Parts Unit (mm)

Coil
Diameter wire 4.1
Height of coil 39.75
Length of coil 224.5

Yoke
Back Yoke Inner 20
Back Yoke length 265

Moving Part Plunger diameter 80
Plunger length 121.2

Parts Materials
Coil wire Copper
Yoke Mild steel AISI 1008
Plunger Mild steel AISI 1008

Figure 2. Cross-section of the multi-layer coil
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The inductance of an air-core coil can be calculated using Equation 1, the Wheeler’ 
formula (Johnson & Francis, 2007; Wheeler, 1982).

𝑳 = 𝟎.𝟎𝟑𝟏𝟓 (𝑵𝑪𝒓)𝟐

𝟔𝑪𝒓+𝟗𝑪𝒍+𝟏𝟎𝑪𝒉
      (1)

Where, L = inductance in μH; N =Total number of turns; Cr = (Cr1 + Cr2) = average radius 
in mm; Cl = Coil Length (along axis) in mm; Ch = Cr2 – Cr1) = Thickness of the winding 
is in mm.

Axial Fields of Finite Coil 

Figure 3 shows the finite coil of the solenoid. The magnetic is measured according to 
x-plane.

Figure 3: Solenoid in the cross-section view

The fields of a finite solenoid show that at each point, the axes are determined using 
Equation 2 (Engle et al., 2005; Wheeler, 1982).

𝑩 =
𝝁0𝑰𝒏

2(𝑪𝒓2 −𝑪𝒓1) 𝒙2𝒍𝒏
𝑪𝒓22 + 𝑿22 +𝑪𝒓2
𝑪𝒓12 +𝑿22 +𝑪𝒓1

− 𝒙1𝒍𝒏
𝑹22 +𝑿12 + 𝑹2
𝑹12 +𝑿12 + 𝑹1

 (2)

Where, B = magnetic fields; μ0 = Permeability constant; I = Current flow in the coil; n = 
number of turns; Cl = coil Length in mm; Cr1 = Inside radius in mm, Cr2 = Outside radius 
in mm, X1 and X2 = Distance in mm. 

SIMULATIONS, RESULT AND DISCUSSION

Dynamic Simulation

The experiment aimed to revise the possible measures of the electromagnetic flux properties 
in the coil and to validate the simulation of the linear LM model. The coil was made using 
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copper wire (type 12 AWG) and the diameter of the coil was 4.1 mm with 400 turns. Figures 
4, 5 and 6 display the view of the 2D-JMag model implemented in the FEMs program. 
Figure 4 shows the magnetic flux density is as shown in a contrasting colour and spectrum.
The red colour of the magnetic flux density had the highest value that should be avoided 
followed by the blue region occured in the air. Therefore, the overall  magnetic flux density 
contour in this research was acceptable and below 2.0 Tesla when 150A current was applied.

Figure 5 is the flux line model that is implemented as a function of time for a better 
analysis of the simulation result. Figure 6 shows the mesh size on edge of mover at 1mm, 
for the coil at 6mm and for iron at 5mm.

(a) (b)

(a) (b)

Figure 5.Flux Line: (a) Before; and (b) After

Figure 4. Magnetic flux density: (a) Before; and (b) After
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Static Simulation

The combination of JMAG_RT file to MatLab/Simulink shown in Figure 7 was conducted 
for two situations; with load and without load. The simulation result of the linear LM model 
without load and with load in terms of force, speed, and displacement.

Figure 6. Meshing: (a) Before; and (b) After

(a) (b)

Figure 7.  MATLAB/Simulink for linear LM model
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Force

The graphs in Figures 8 and 9 show the relationship between force without load and load 
against time. Both graphs showed that the maximum force of linear LM without load was 
~1.6kN while the force load was ~1.4kN at 100A supplied. Therefore, if the current is 
rising, the force is also increasing for both without load and load. The comparison between 
the force without load and load force is 12.5%.

Speed

The graphs in Figures 10 and 11 showe the relationship between the speed of without load 
and load against time. Both graphs showed that the maximum speed of linear LM without 
load was ~6.1m/s while the speed load was ~2.5m/s at 100A supplied. Therefore, if the 
current is rising the speed is increasing for both without load and load. The comparison 
between the speed without load and load speed was ~59%.

(a) (b)

(a) (b)

Figure 8. Force without load: (a) Before; and (b) After

Figure 9. Force with load: (a) Before; and (b) After
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Displacement 

The graphs in Figures 12 and 13 present the relationship between the plunger displacement 
of without load and load against time. Both graphs showed that maximum distance produced  
was 75mm at 100A supplied. If the current was increased, therefore the value of the plunger 
distance was constantly fixed at 75mm for both with and without load.  

CONCLUSIONS

The design and simulation of linear launcher motor were discussed in this study. The 
analytical method to predict the linear launcher motor was presented by using 2D-Jmag 
and MATLAB/Simulink. The performance of the linear launcher motor can generate axial 

(a) (b)

Figure 11. Speed with load: (a) Before; and (b) After

Figure 10. Speed without load: (a) Before; and (b) After

(a) (b)
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force, speed, and displacement of with and without load such as the maximum force without 
load was ~1.6kN and force with load was ~1.4kN at 100A. Therefore, the comparison 
between the force without load and load force was 12.5%.

ACKNOWLEDGEMENT

The authors would like to thank Universiti Putra Malaysia (UPM) and UniKL MSI for 
providing financial support to carry out the research project. We would also like to express 
our gratitude to all my friends at UPM and UniKL MSI who have guided us during the 
research period

(a) (b)

(a) (b)

Figure 12.  Displacement without load: (a) Before; and (b) After

Figure 13. Displacement with load: (a) Before; and (b) After
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ABSTRACT

The objective of the present study is to make a database that describes the leaching- 
permeability behavior of collapsible gypseous soil. The data will be implemented to 
develop ANN prediction models for predicting the saturated coefficient of permeability 
and percentage of solubility by weight. The complex soil behavior and tedious and time 
consume in soil testing have driven researchers to use Artificial Neural Network (ANN) as 
tool for prediction. The objectives of the study were to investigate leaching-permeability 
behavior of collapsible gypseous soils and to develop ANN models for estimating the 
saturated coefficient of permeability and solubility of the soils. The MATLAB R2015a 
software was used to predict the saturated coefficient of permeability and the solubility 
percentage by weight of gypseous soils. The dataset used in this work included (513) 
records of experimental measurements extracted from leaching-permeability tests conducted 
on gypseous soil samples taken from Baher Al-Najaf in Iraq. Four input variables were 
investigated to have the most important influence on the permeability and solubility 
percentage by weight. According to the achieved statistical analysis, the ANNs model have a 

reliable capability to find out the predictions 
with a high-level of accuracy. The gypseous 
soils exhibited a high rate of dissolution 
of soluble minerals content, which caused 
increase in the coefficient of permeability as 
the soil samples reach the state of long-term 
full saturation.  

Keywords: Artificial neural networks, electric 
conductivity, gypseous soil, leaching-permeability 
tests, MATLABR2015a, solubility of gypsum, total 
dissolved salts
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INTRODUCTION 

Collapsible soils or metastable soils are unsaturated soils that undergo a considerable 
volume change upon saturation with or without additional load. Generally, collapsible soils 
maintain an open “honey-combed” structure that can induce negative pore water pressure 
and cementing agents that result in considerable shear strength. As a result of wetting, 
effective stresses are reduced due to the dissipation of the negative pore water pressure.

The prevalent of Gypseous soils of higher gypsum content (more than 25%) for shallow 
depth less than 2 m according to Barazanji (1973) with particularly northwest and southwest 
parts of Iraq. Also, for lower content of gypsum in the central and southern parts of Iraq, it 
is the major problem. This was pointed out in the surrounding area of hydraulic structures 
in specific, and constructions in general.Numerous researchers investigated and discussed 
the many factors influencing the behavior of gypseous soils and their hydro-mechanical 
properties. 

Ibrahim and Schanz (2017) examined the improvement of gypsiferous soil properties 
by using silicone oil to minimize the effects of moisture and gypsum loss. The work was 
conducted on artificial gypsiferous soil (30% Silber sand and 70% pure gypsum) treated 
with silicone oil in different percentages. Silicone oil was selected as an additive because 
of leakages of oil-related products from an oil refinery north of Iraq built on gypsiferous 
soil. Thus, this oil product provided a suitable analogue for oil that had infiltrated the 
foundation soil of the refinery buildings. The results showed that the silicone oil was 
a suitable material for modifying the basic properties of the gypsiferous soil, such as 
collapsibility and shear strength.

Fattah and Dawood (2020) tried to investigate the behavior of the gypseous soils and 
the effect of factors on the collapsibility characteristics such as initial conditions. Three 
types of gypseous soils had been experimented in this study, sandy gypseous soil from 
different parts of Iraq. Large-scale model with soil dimensions (700*700*600) mm was 
used to show the effect of water content-changes in different relations (collapse, stress and 
suction with time relations). The study showed that the collapse-potential, the soil-suction 
and the soil-strength were affected by the initial-conditions (water-content and dry unit 
weight). The collapse potential for all soil types increased when the water content increased 
due to a reduction in matric suction of the soil. The small value of the collapse that was 
obtained for all models was related to a number of factors such as dense condition, high 
compaction, capillary tension and cementing agent between soil particles. All these reasons 
make soil strong and more rigid to collapse. 

The study carried out by Ashour et al. (2020) included large numbers of sandy and 
silty specimens of collapsible soils with different initial conditions to develop a correlation 
that evaluated the collapse potential Cp of the soil due to inundation. The presented model 
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reflected the significant influence of degree of saturation Sr on Cp of inundated soil which 
considerably decreased by the increase of Sr. The determined properties of inundated 
collapsed soil, such as void ratio and angle of friction were employed to construct the 
post-inundation stress-strain curve. Comparisons between predicted and measured stress-
strain curves of inundated collapsible soils were presented for validation. A brief review 
of some of these ANNs related researches is be presented in this paper.

Al-Janabi (2006) utilized multilayer perception training using the back propagation 
algorithm to build two ANN models, one for dissolved gypsum (DG) and the other for 
leaching strain (L.S). It was found that ANNs had the ability to predict the dissolved gypsum 
and leaching strain through process in gypseous soils with a good degree of accuracy. 

Sinha and Wang (2008) presented artificial neural network models relating to 
permeability, maximum dry density and optimum moisture content as output variables with 
classification properties of the soils. Their study was based on the experimental results 
for samples of clayey soil. They introduced three ANNs models, one for each maximum 
dry density, optimum moisture content and coefficient of permeability. In addition to the 
combined ANNs model to estimate the above output variables together. The prediction 
models showed good accuracy. 

Al-Ani et al. (2009) used artificial neural networks to relate the properties of gypseous 
soils and evaluated the values of compression of soils under different conditions of soaking 
and washing. ANNs were used for modeling the settlement ratio for wetting process, 
(S/B)w, and the settlement ratio for soaking process, (S/B)s (where S is the settlement of 
footing of width B and w and s refer to washing and soaking, respectively). It was found 
that ANNs had the ability to predict the compression of gypseous soil due to soaking and 
washing process with high degree of accuracy. The results also showed that the initial 
gypsum content, stress level and time had smaller impact on the settlement ratio than 
other variables. It was concluded that the ANNs had  the ability to predict the (S/B)w and 
(S/B)s of gypseous soil with high degree of accuracy. The equations obtained using ANNs 
for (S/B)w and (S/B)s showed excellent correlation with experimental results where the 
coefficients of correlation were (0.9541) and (0.991), respectively. 

Tizpa et al. (2015) presented ANNs prediction models that correlated compaction 
parameters, permeability, and shear strength with the soil index characteristics that could be 
measured easily. They utilized the datasets of the geotechnical laboratory of the University 
of Bahia in Brazil. Their obtained results showed high accuracy for ANNs prediction models 
when compared with the experimental datasets.

The objectives of the study were to investigate leaching-permeability behavior of 
collapsible gypseous soils and to develop ANN models for estimating the saturated 
coefficient of permeability and solubility of the soils.
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MATERIALS AND METHODS

Materials and Testing Procedures 
The leaching-permeability experiments were carried out on disturbed mixed soil specimens 
taken from Baher Al-Najaf west of Iraq, the gypsum content ranged between 17% and 
36%. Hydraulic experiments of leaching – permeability were conducted to investigate the 
saturated permeability and solubility of soil specimens. The soil samples were remolded to 
match the natural soil condition, i.e., the field density state. In this work, the soil specimens 
were leached in the constant head permeameter, initially carried out by permitting the soil 
specimen to saturate by maintaining the same water level in the inlet and outlet. Then, 
the water level in the inlet was raised and preserved at a constant level to output flow at a 
specific hydraulic gradient. A hydraulic gradient of 6.67, corresponding to a head of 1.0 m 
was considered to produce a significant fluctuation in groundwater elevation in the studied 
area. The testing procedures used by Ismael (1993) and Ismael and Mollah (1998) were 
modified to suit the present work conditions.

The testing procedures were conducted according to Ismael (1993) and Ismael and 
Mollah (1998). The samples were 70 mm in diameter and 150 mm in height, the main 
parts of the leaching device used comprised of constant head permeameter, water reservoir, 
and graduated cylinder to collect the leached water. The soil samples were poured inside 
the permeameter cylinder in layers with the vibration to reach the desired field density. 

Figure 1. Experiment setup for permeability-
leaching tests

Water from the reservoir was passed through 
the specimen at its bottom to drain at the 
top in order to simulate the soil saturation in 
the field due to rising of ground water table. 
Readings for total dissolved salts (TDS), 
temperature, pH, and electrical conductivity 
(EC) of the of leachate discharge that was 
accumulated in cylinder every one hour 
during the experiment period. The variations 
in the above parameters were recorded and 
used to evaluate the degree of salts dissolution 
of the soil samples. Leaching was assumed 
to have been terminated when the reading 
of these measuring units showed no further 
decrease. The experiments were conducted 
utilizing the setup shown in Figure 1. 

The leaching period extended for seven 
days per each tested soil sample, the process 
in the laboratory was accomplished using 
ordinary drinking water.
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Three devices were used to measure the dissolved materials, namely: the EC214 an 
electrical conductivity meter, and two portable devices which were the total dissolved-
solids tester (TDS) and pH tester as shown in Figure 2. They were manufactured by Hanna 
Instruments Company, Romania.

Figure 2. (a) EC; (b) TDS; and (c) pH value testers

(a) (b) (c)

Artificial Neural Network Technique

The artificial neural networks (ANNs) are preferably suitable for use in the field of water 
resources and geotechnical engineering since it can make use of heuristic knowledge or 
pattern matching method instead of resolving the mathematical equations. ANNs considered 
as computational tools that have the ability to learn with time and adjust the trend of 
varying of definite parameter in an explicit data (Al-Lamy, 2008). The ANNs structure 
and operation contain of a number of artificial neurons identified as” nodes” or “units “that 
is typically organized in layers namely; input layer, output layer and one or more hidden 
layers as shown in Figure 3.

According to Shahin et al., (2001) 
and Sinha and Wang (2008), the above 
architecture is termed multilayer perceptrons 
(MLPs) that consist of three layers ANNs, 
which is the furthermost widely used in 
geotechnical engineering. In this study, the 
four input variables per each site involved 
to implement the ANNs model are; total 
dissolved salts (TDS) expressed in part per 
millions (ppm), electric conductivity (EC) 
in ms, time (t) in hrs, and temperature of 
leachate (T) in °C. Consequently, the input 

Figure 3. Structure and operation layout of the 
neural networks



Imad Habeeb Obead, Hassan Ali Omran and Mohammed Yousif Fattah

112 Pertanika J. Sci. & Technol. 29 (1): 107 - 122 (2021)

layer contains four neurons. A typical neural network was established in this study in 
MATLABR2015a software in which, the saturated coefficient of permeability (Ksat.), and 
the solubility of the gypsum (S) which were expressed as weight percentage and trained 
with the input variables. The leaching-permeability test results were analyzed together with 
the percentage of solubility of gypsum to be used as dataset as listed in Table 1 to develop 
the artificial neural network models.

Table 1
Descriptive statistics of gypseous soil parameters used in the permeability and solubility models

Site 
No.

Parameter
Statistics

Ksat.

(cm/s.)
S%

by wt.
TDS

(ppm)
EC
(ms)

T
(OC)

#1

Max. 1.502×10-2 24.421 1577.0 3.440 24.40
Min. 2.148×10-3 0.517 1261.0 2.450 22.30
Mean 8.61×10-3 14.973 1425.643 2.831 23.001
Standard deviation 2.818×10-3 5.955 65.057 0.20 0.464

#2

Max. 2.59×10-2 8.754 1529.0 3.360 23.0
Min. 2.01×10-3 1.772 1419.0 2.90 21.500
Mean 2.07×10-3 7.008 1447.526 3.092 22.071
Standard deviation 4.37×10-3 1.287 23.061 0.124 0.374

#3

Max. 2.91×10-3 7.280 1503.0 3.306 21.60
Min. 2.10×10-3 4.072 1461.0 2.94 20.41
Mean 2.69×10-3 6.546 1472.942 3.193 21.126
Standard deviation 2.24×10-4 0.784 9.294 0.081 0.346

RESULTS AND DISCUSSION

The results of physical and chemical properties of the natural soil samples are presented 
in Table 2. 

During leaching, the leached soil sample is subjected to progressive dissolution of 
soluble salts within the soil matrix, the leaching effect becomes clearer in soils of high 
gypsum content. This is due to the fractional abstraction of soluble materials, and the 
inter-particle binding related to it. The losses in the original weight of the soil sample after 
starting of the leaching process can be idealized mathematically as Equation 1:

𝑊𝑛 = 𝑊∘ − 𝑊ℓ       [1]

where, Wn= the new weight of soil sample after the leaching process at time step ∆t, (N),
Wο= the original weight of soil sample before the leaching process, (N) and
Wl = the weight lost from soil sample after the period of ∆t from starting of the leaching 
process, (N).
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Table 2
Summary of physical properties and chemical tests for the natural soil samples (after Fattah et al., 2019)
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1 1.417 1.25 0.79 20.50 78.90 0.58 1.80 40.11 0.117 8.0 SP, Poorly graded 
sand with gravel

2 1.507 1.13 0.63 4.35 88.20 7.45 0.43 20.42 0.107 8.22
SP- SM, Poorly 

graded clean sand 
with silt

3 1.404 0.83 0.78 12.45 84.60 2.95 2.60 28.98 0.097 8.15 SP, Poorly graded 
sand

* Averaged values for soil samples per each site

Based on the principle of conservation of mass and due to the dissolution of gypsum 
and other soluble salts in the soil matrix, the dissolved salts will be diffused in the solution 
(Equation 2).

tQWl ∆=γ       [2]

where, γ = the unit weight of leachate in (F/L3),
Q = the flow rate of water through soil sample in (L3/T), and
∆t = time step in (T).
Simplifying Equation 2 yields Equation 3 and Equation 4:

txAiKxW satl ∆= .γ      [3]

where, Ksat. = saturated coefficient of permeability for the soil in (L/T),
i = the hydraulic gradient (dimensionless), and
A= the cross sectional area of the soil sample in (L2).

𝑊ℓ = (𝑇𝑇𝑇𝑇𝑇𝑇𝐿 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑤) × 𝐾𝐾𝑠𝑎𝑡.𝑖𝐴× ∆𝑠𝑠    [4]

where, 𝑊ℓ = (𝑇𝑇𝑇𝑇𝑇𝑇𝐿 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑤) × 𝐾𝐾𝑠𝑎𝑡.𝑖𝐴× ∆𝑠𝑠 = the total dissolved salts in the leachate in F/L3, and 
𝑊ℓ = (𝑇𝑇𝑇𝑇𝑇𝑇𝐿 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑤) × 𝐾𝐾𝑠𝑎𝑡.𝑖𝐴× ∆𝑠𝑠= the total dissolved salts in the water in F/L3. The range for TDSw considered 

in this work is 590 to 630 ppm for a range of temperatures (22 to 24.5oC).   
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Rearranging both sides of Equation 4 for the next time step, gives Equation 5:  

𝑊𝑙𝑡𝑗+1 = 𝑊𝑙𝑡𝑗 −𝐾𝐾𝑠𝑎𝑡.𝑖𝐴× (𝑇𝑇𝑇𝑇𝑇𝑇𝐿𝑡𝑗+1 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑤)(𝑠𝑠𝑗+1− 𝑠𝑠𝑗� [5]

where, Wltj = the weight of soil sample leachate from the previous time step.
Substitution Equation 4 in Equation 1, then the net weight of leachate soil at the end 

of leaching process can be expressed as Equation 6:

𝑊𝑛 = 𝑊∘ − 𝑖𝐴× � 𝑇𝑇𝑇𝑇𝑇𝑇𝐿𝑗 − 𝑇𝑇𝑇𝑇𝑇𝑇𝑤)(𝑠𝑠𝑗+1− 𝑠𝑠𝑗

𝑗=𝑛

𝑗=0

×𝐾𝐾𝑠𝑎𝑡 . [6]

The percentage of the soluble weight at any time of leaching periodpointed out as 
solubility percentage (Equation 7):

% 𝑇𝑇𝑏𝑦 𝑤𝑡.
𝑡𝑗+1 =

𝑊ℓ
𝑡𝑗+1

𝑊𝜊
× 100      [7]

where, % 𝑇𝑇𝑏𝑦 𝑤𝑡.
𝑡𝑗+1  is the percentage of the soluble weight, and 

tj+1 is the time step within leaching period at which removal weight is calculated.
It is noticed that Equation 5 may use an average value of Ksat. that is obtained at the end 

of the leaching period. For more precise results, the value of Ksat. could be measured and 
used at the end of each time step from the starting of the leaching process as adopted in 
Equation 6.  Figure 4 presents the removal or soluble weight (averaged at one day intervals 
up to seven days testing period of leaching process) due to the dissolution of minerals 

Figure 4. Removal weight for gypseous soil from different sites with leaching time
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from leached soil sample versus time of leaching for the three sites. The original weights 
of soil samples before the leaching process per each site were 6.29 N, 6.69 N, and 6.24 N, 
respectively. Figure 4 shows the variation of removal weights from gypseous soil samples 
taken from different sites.

Results from Figure 4 show increasing the dissolution with time for soils at both sites 
#1 and #3 before roughly reaching a steady value. While for site #2, the dissolution was not 
increased significantly with time and the trend was maintained constant. The initial content 
of gypsum and the presence of perceptible content of chloride salts play a significant role 
as they change during the leaching process. In addition, the mutual interaction of soluble 
salts leads to a higher increase of the solubility rates that implies the expansion of voids 
and increasing the soil’s permeability, while for field condition, the permeability probably 

Figure 5. Variation of TDS of gypseous soils from different sites with leaching time

Figure 6. Variation of EC of gypseous soils from different sites versus leaching time
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decreases as a consequence to the collapse of soil structure under the impact of applied 
loads (Fattah et al., 2019). Figure 5 to 8 show the variations of studied parameters [i.e., 
TDS in ppm, EC in ms, the percent the percent of solubility S% by weight, and saturated 
coefficient of permeability (Ksat.) in cm/s.] with leaching time.  

The TDS and EC versus time curves at different sites are shown in Figure 5 and 6, 
respectively. It is evident that TDS and EC measures decreased rapidly to around (20% and 
29%) for site # 1 throughout the seven days of leaching process, whereas the measured TDS 
and EC values decreased slightly to about 7% and 11% for site #2 and the rates were about 
2.2% and 1.9% for site #3. It is expected that the infiltrated water into the soil specimen for 
each site dissolved the concentrated soluble salts causing the release of ions and elements, 
which affected the electric conductivity of the leachate, but this did not reflect the similar 
declining trend for all sites. Eventually, the rapid trends of decrease were more widely clear 
for site #1 than those of the other sites as it is obvious from Figure 5 and 6, respectively. 
The initial gypsum content was lumped and compacted on grains of sand and gravel. Later, 
the leaching process caused structural weakness and loss of the bonds provided by gypsum. 
The voids were enlarged and occupied by the increased water as stated by Nashat (1990).

Figure 7 shows the variations of the coefficient of permeability under saturated 
condition versus leaching time. The initial value of steady-state coefficients of permeability 
was around a value of 1.5×10-3 cm/s per each site, the rates of increase in Ksat. were 1.4%, 
2.4% and 0.07% for these sites, respectively. The higher rate for site #2 was probably 
attributed to the progressive erosion of fines due to piping. In addition to the dissolution 
of salts contributed to a weight loss of this sample. Despite that the Site #2 samples had a 
rather lower gypsum content (Table 2). 

Results in Figure 8 reveal the percentage of solubility for three different sites versus 
time. It is evident that the Site #1 sample yielded higher %S of 24.2% in comparison with 
7.0% and 3.1% for Sites #2 and #3, respectively. Subsequently the soil samples taken from 
site #1, which had the higher content of soluble minerals as given in Table 2, then lost 
more gypsum/salt by weight. The pH measurements of the leachate from the soil samples 
taken from three sites investigated in this work were roughly constant as given in Table 2. 
These results are indicating the slight sensitivity of the pH values of the various contents 
of soluble salts. The pH measurements of the leachate from the soil samples taken from 
three sites investigated in this work were roughly constant as given in Table 2. These 
results indicate the slight sensitivity of the pH values for various contents of soluble salts.

As noticed from the forgoing results and discussion, in addition to results given in Table 
3, the traditional nonlinear correlation equations for permeability and solubility per each 
site are proposed. The results showed that prediction model of the saturated coefficient of 
permeability did not provide strong relation. Hence, there is a difficulty to develop a general 
precise model for permeability and/or solubility via the traditional statistical techniques 
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in order to correlate overall affecting variables to include the studied sites although that 
the data include sufficient geotechnical and chemical properties in addition to the gypsum 
contents.

Comparisons between Figure 4 to 8 reveals that the decrease in TDS and EC with 
time was related to the increase of removal of soil weight, saturated permeability, and 
solubility percent.

Collapse may not induce the real problem of collapsible soil because full saturation of 
soil samples is not maintained. Fattah et al. (2017) concluded that the collapse potential 
resulted from complete wetting of soil layer might not be achieved in the field, due to the 
inability to reach full saturation state through a single step wetting. Therefore, the multi-
step wetting procedure is more convenient due to the slowly rising of ground water by 

Figure 7. Variation of Ksat.of gypseous soils from different sites with leaching time

Figure 8. Variation of %S of gypseous soils from different sites with leaching time
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capillary forces, especially in the low rainfall regions. So that, the results of leaching are 
more appropriate to present the problem of collapsible soil.

Estimation of the Separated ANN Models for Ksat. and S% by Weight

Determination of the ANNs architecture is considered as a major and difficult objective 
in ANN’s model derivation (Shahin, 2003). Four variables were involved as input, the 
throughout dataset consisting of 513 samples which were divided into two subsets as 
training set and test set, thus randomly about 11% of the throughout data (56 inputs) were 
extracted as test set, the remaining 457 inputs or 89% of the over data were used as training 
set. The neural network properties used in this study were as follows. The training network 
type was a feed-forward back propagation technique. The multilayer perceptron network 
was adopted including three layers, four to ten neurons were experienced in order to reach 
to the best number of neurons in hidden layer per each model, the models consisted of eight 
neurons. The training function is “TRAINGDX” which updates weights and bias values 
by gradient descent rule to back- propagation errors through the network, the transfer 
(activation) function is ”LOGSIG” which calculates a layer’s output from its net input. A 
detailed demonstration of this function is available in the literature such as Shahin (2003). 
The performance of training was maintained by the mean squared error (MSE) criterion 
for an epochs number of 1000. The architecture of an ANN for estimating both Ksat. and 
S% by weight is shown in Figure 9.

Table 3
Traditional correlation models

Site
No.

Dependent
Variable Correlation Model

Coefficient of 
Determination

(R2)

Site 

No. 

Dependent 

Variable  
Correlation Model 

Coefficient of 

Determination 

(R2) 

#1 

Ksat. (cm/s.) 
𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠 .(𝑇𝑇𝑇𝑇𝑇𝑇) = −4.0 × 10−4𝑇𝑇𝑇𝑇𝑇𝑇 + 0.0707 0.9876 

𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠 .(𝐸𝐸𝐸𝐸) = 0.0127𝐸𝐸𝐸𝐸20.0861𝐸𝐸𝐸𝐸 + 0.1501 0.9418 

%S  
%𝑇𝑇 (𝑇𝑇𝑇𝑇𝑇𝑇) = −0.0004𝑇𝑇𝑇𝑇𝑇𝑇2 + 0.9501𝑇𝑇𝑇𝑇𝑇𝑇 − 587.98 0.8986 

%𝑇𝑇(𝐸𝐸𝐸𝐸) = −28.429𝐸𝐸𝐸𝐸 + 95.334 0.929 

#2 

Ksat. (cm/s.) 
𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠 .(𝑇𝑇𝑇𝑇𝑇𝑇) = −1.0 × 10−6𝑇𝑇𝑇𝑇𝑇𝑇2 + 0.0026𝑇𝑇𝑇𝑇𝑇𝑇 − 1.7556 0.9374 

𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠 .(𝐸𝐸𝐸𝐸) = −0.1393𝐸𝐸𝐸𝐸2 + 0.8334𝐸𝐸𝐸𝐸 − 1.2226 0.8074 

%S  
%𝑇𝑇 (𝑇𝑇𝑇𝑇𝑇𝑇) = −0.0545𝑇𝑇𝑇𝑇𝑇𝑇 + 85.835 0.9524 

%𝑇𝑇(𝐸𝐸𝐸𝐸) = −36.511𝐸𝐸𝐸𝐸2 + 216.93𝐸𝐸𝐸𝐸 − 314.12 0.8719 

#3 

Ksat. (cm/s.) 
𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠 .(𝑇𝑇𝑇𝑇𝑇𝑇) = 487.28𝑒𝑒−0.008𝑇𝑇𝑇𝑇𝑇𝑇  0.7721 

𝐾𝐾𝑠𝑠𝑠𝑠𝑠𝑠 .(𝐸𝐸𝐸𝐸) = −0.4831𝐸𝐸𝐸𝐸2 + 3.1041𝐸𝐸𝐸𝐸 − 4.9833 0.9605 

%S  
%𝑇𝑇 (𝑇𝑇𝑇𝑇𝑇𝑇) = 1 × 1009𝑒𝑒−0.013𝑇𝑇𝑇𝑇𝑇𝑇  0.8171 

%𝑇𝑇(𝐸𝐸𝐸𝐸) = 1438.1𝐸𝐸𝐸𝐸3 − 13933𝐸𝐸𝐸𝐸2 + 44975𝐸𝐸𝐸𝐸 − 48364 0.5277 
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Statistical Evaluation of the ANN Models

In this study, some statistical approaches were used to evaluate the ANN models, these 
statistics are coefficient of correlation (R), root mean square error (RMSE), and coefficient 
of residual mass (RM).

The coefficient of correlation (R) can be calculated as Equation 8:

𝑅 =
∑ 𝑥𝑖 − 𝑋� 𝑦𝑖 − 𝑌�𝑛
𝑖=1

∑ 𝑥𝑖 − 𝑋� 2∑ 𝑦𝑖 − 𝑌� 2𝑛
𝑖=1

𝑛
𝑖=1

   [8]

where, xi is the desired (measured) output, xi = x1, x2, …..,xn, yi is the model (predicted) 
output, yi = y1, y2, ….., yn, X�, and Y� and X�, and Y� are the mean measured and predicted output, respectively, 
and n is the number of data. 

The root mean square error (RMSE) can be calculated as Equation 9:

𝑅𝑀𝑇𝑇𝐸𝐸 =
∑ 𝑦𝑖 − 𝑥𝑖 2𝑛
𝑖=1

𝑛
    [9]

The coefficient of residual mass (RM) can be determined as Equation 10 (Tizpa et 
al., 2015):

𝑅𝑀 = 1−
∑ 𝑦𝑖𝑛
𝑖=1 

∑  𝑥𝑖𝑛
𝑖=1

     [10]

The coefficient of correlation is a measure that is used to determine the relative 
correlation and the goodness of fit between the predicated and measured data; while, 
the RMSE is the most popular measure of error and has the advantage that large error 
receives much greater attention than small errors (Al-Lamy, 2008). Tizpa et al. (2015) 
stated that the RMSE expressed the residual error variance; if the output fitted a dataset, 

Figure 9. Architecture of ANN model predictions for Ksat. and S% by weight
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its value was minimum. When the value of RMSE is lower, the accuracy of the predicted 
model accordingly is higher, for the value RMSE is equal zero, a perfect fit is the case. 
The coefficient of residual mass, RM, is a different analysis of the measured and predicted 
outputs. The ideal value of RM is zero, whereas negative values indicate overestimation 
and vice versa. For evaluating the overall validity of ANN prediction models, assessments 
were performed by the ANN training regression plots as shown in Figure 10 that shows 
the comparing values for the coefficient of correlation between training and testing of the 

Figure 10. Neural network training regression of ANN model for the coefficient of permeability: (a) Training 
for Ksat. model; and (b) Test of Ksat. model

(a) (b)

Figure 11. Neural network training regression of ANN model for the solubility percentage by weight: (a) 
Training for Ksat. model; and (b) Test of Ksat. model

(a) (b)
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Table 4
Models evaluation criterion

Statistics 
Model R% RMSE RM

Ksat. (cm/s.) 99.9912 3.41×10-04 7.16×10-04

S% by weight 99.93 0.1957 1.52×10-04

model. It is evident that acceptable correlation is obtained, and Figure 10 indicates a good 
correlation since R approaches to unity. Also, a perfect agreement was obtained between 
the measured and predicted values as indicated by the overall correlation coefficient.

Figure 11 shows the training regression plots for ANN model of the percent of 
solubility S% by weight. Results of Figure 11 reveal that as for Ksat. model, a higher 
correlation is obtained between the training and testing of the S% model. As well as, a 
complete covenant between the measured and predicted values occurs as shown by the 
overall correlation coefficient.

Table 4 summarizes the statistical evaluation criterion for both ANN models. It can 
be noticed that acceptable values for the statistic parameters are obtained. It is concluded 
that strong correlations for prediction of both Ksat. and S% could be obtained.

CONCLUSIONS

Based on the results of this study, the following conclusions may be drawn:
• The gypseous soils exhibited a high rate of dissolution of soluble minerals content, 

which caused increase in the coefficient of permeability as the soil samples reached 
the state of long-term full saturation.  

• Artificial neural networks had the capabilities to predict the saturated coefficient of 
permeability (Ksat.) and solubility percentage by weight (S) as a function to TDS, 
EC, T, and t of gypseous soil with higher accuracy according to the statistical 
parameters as the coefficient of correlation ranged between 99.99% and 99.93%. 

• The leaching-permeability behavior of collapsible gypseous soils had been dealt 
with to develop ANN models for estimating the saturated coefficient of permeability 
and solubility of the soils. The datasets used in the model development had involved 
significantly the most influencing factors that might affect both the permeability 
of gypseous soils and solubility percentage which were TDS, EC, the temperature 
of leachate (T), and leaching time (t) of gypseous soil. These factors are usually 
faced in the practice of engineering.
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ABSTRACT
Outdated tendering system is a significant obstacle in the momentum of public sector 
development in Pakistan. This study aims to examine various undiscovered part of public 
tendering through a detailed survey from key professionals, experts, and decision-makers 
of public projects. Furthermore, research covers the present status of public tendering in 
Pakistan and provides recommendations as per experts’ opinion. This paper exhaustively 
highlights how the classical customs of the public tendering in Pakistan could track the 
old-fashioned sector to an upright path. Intensive interviews and questionnaire surveys were 
carried out throughout the country for data compilation. The one-way ANOVA test was 
performed to verify the perception of various participants and to reject the null hypothesis. 
The study revealed various interesting facts of present-day situations of public tendering. 
Various pitfalls in public tendering were underlined in the speculation of experts. The 
study concluded that public tendering in Pakistan is crowded with severe threats that may 
be alarming for the future of the industry. Un-discovering of alarming facts about public 

tendering in Pakistan opens the directions 
for several researchers in terms of exploring 
project case studies further. The research is 
an eye-opener for policymakers, experts, 
decision-makers and governmental bodies 
to regulate the public tendering system 
accordingly.
Keywords: Contractor selection, current practices, 
Pakistan, public tendering, tendering issues 
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INTRODUCTION

Public tendering principally integrates the fragmented supply of construction teams such 
as project managers, engineers, architects, contractors, suppliers and labourers. The public 
tendering encounters the challenges of right decision making which has predominant role 
in the construction project life cycle (Khoso & Yusof, 2020). A typical tendering process 
normally follows an extensive process, for executing infrastructures in public projects, by 
embroiling the right construction team at the right time at the right place. A public sector 
is predominantly considered a larger employer because it engages in mega projects in any 
country. Comparing to the private sector counterpart, the leading sector of construction 
projects is a public sector in any country and so in Pakistan. According to the annual 
report (2014-2015) of Pakistan Public Procurement Regulatory Authority (PPRA), a total 
of 31,844 public tenders were profitably allocated to various contractors, thus making this 
sector the largest in the country (PPRA, 2015). 

The public sector in Pakistan must abide by the government’s laws and legal boundaries. 
These official acts sometimes negatively affect the progress of the sector and driving the 
sector into more convoluted nexus owing to large legal formalities and strict procedures. 
Kog and Yaman (2016) compared the private and public sectors and stated that the private 
sectors were less concerned about legal procedures and were more flexible towards the 
tendering processes. However, the public sector projects are relatively more complicated, 
possessing high social involvement, extremely strict rules, and legal boundaries, and 
having diverse nature of work, and involving an inflexible tendering process. Further, they 
demonstrated that the private sector clients are reluctant and follow their own developed 
tendering process, whereas, in the public sector owing to public accountability, the project 
bid price is a key concern. This is also confirmed by Jobling and Smith (2018) who agreed 
that there were different mandates for public sector compared to the private one especially 
in developing countries. 

Traditionally, most of the time in the public sector the project is awarded to the 
lowest bidder (Cheaitou et al., 2019; Lo & Yan, 2009). This lowest bid award scheme is a 
widespread practice in the competitive bidding system. Lo et al. (2007) believed that the 
competitive bidding system had been blamed for accepting abnormally low bids and also 
a prime cause of inferior quality in the projects. In contrast to the lowest bid award, the 
clients are more interested in exploring the best value for money along with the bid price. 
Ayoti (2012) stated that the tender which offered the best value for money would have to 
win the business in a public environment. This confrontation between the lowest price and 
the best value for money remained a debate for several years in the public construction 
history of many countries. Many researchers believe that the lowest bid award is one of 
the pillars of the best value for money strategy. On the contrary, several researchers agreed 
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that this system would not guarantee the maximum output and causes serious problems 
(Cheaitou et al., 2019; Horat et al., 2013; Wong et al., 2000) and further creates unhealthy 
competition in the market.

Besides the aforementioned issue of the lowest bid scheme in public sector, an 
additional major obstacle and dilemma in the process is the right and competent contractor 
selection. The importance of appropriate contractor selection in public tendering can 
never be ignored as the successful delivery of project depends on the contractors (Khoso 
& Yusof, 2020). Kog et al. (2014) believed that the choice of a capable contractor was 
one of the challenging decisions in the tendering process. Also, Jaskowski et al. (2009) 
stressed on precise assessment of the contractors through extensive evaluation. The precise 
decision entails that extensive qualification criteria must be designed for the selection. A 
research investigates that many issues in a project may have been due to the absence of 
suitable selection criteria consideration which allows selection of appropriate contractor 
(Elsayah, 2016). In public tendering apart from other goals, the client is expected to 
evaluate contractors based on several criteria other than bid price to ensure the capability 
of the contractors for the specific project and further to restrict the bidders at a later stage. 
But on account of several characteristics among contractors, the clients are tormented to 
select a contractor from a large pool of bidders (Liu et al., 2015). Therefore, an extensive 
evaluation of contractors in a public project leads to better decisions. Furthermore, in 
several cases, the correct information from contractor on quality criteria is not possible. 
Birjandi et al. (2019) pointed out that decision makers confront the issue of appropriate 
assessment owing to some vague criteria, and reliable information from contractors on 
criteria was problematic to collect. Wondimu et al. (2020) also confirmed that the contractor 
manipulated the information on certain criteria and presented the information according 
to their own advantages.

The issue of improper evaluation of contractors is prevailing globally. Traditionally, 
client sets excessive weight on price and lowers emphasis on soft parameters (Kadefors, 
2005). This practice is more specific in public departments (Kumaraswamy & Anvuur, 
2008) and the relation between the price and other criteria is not perfectly understood. 
Thus, many researchers believe that the tendering process is very intricate, for example; 
Ng and Skitmore (2001) exclaimed that the process was multifaceted because of high 
technical and financial evaluation. Similarly, Watt et al. (2010) claimed the process was 
full of risk and entailed higher uncertainty while also Bochenek (2014) also favored the 
same claim. Furthermore, Hochstetter et al. (2004) observed numerous issues in tendering 
process and noted that high-level requirements from bidders, intricate evaluation process, 
extremely short deadlines to bidders, and less expected completion time for project delivery 
were some loopholes in a tendering system inherently. Liu et al. (2015) investigated the 
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gaps in the tendering process and highlighted a number of problems as the root causes of 
tender complication. They included a very short deadline to deliver the project, distinct 
characteristics of bidders and diverse experience and knowledge of decision-makers in 
the tender evaluation. 

Pertaining to the said problems, the tendering phase of the public projects is still 
encountering several serious issues and yet the right direction is still unclear especially 
in Pakistan where limited research is conducted to draw attention to this issue. This 
is consequently opening the gates for more research in this less discovered area. One 
such attempt is undertaken in this research in the form of unfolding serious reservations 
of professionals working in the public sector construction projects in Pakistan. The 
construction sector in Pakistan is advancing in optimistic directions but the industry 
unfortunately is not enjoying the expected positive outcome and reputation globally. Many 
researchers believed that shaky public tendering practices in Pakistan are key triggers of 
these issues. Farooqui et al. (2008) believed that in Pakistan public sector, the lowest bid 
award system was the most prevailing reason for poor performance in the country. Similarly, 
Khan and Khan (2015) asserted that the lowest bid award was a major reason for public 
sector downfall. Apart from the issue of the lowest bid, Maqsoom et al. (2014) stressed that 
poor public tendering policies were responsible for several mishaps in the public sector. 
Besides this, Azhar et al. (2008) mentioned that alongside other problems, the contract 
management and wrong bidding strategies in Pakistan are accountable for project issues. 
Looking at several shreds of evidence against the traditional public tendering practices, 
this study strives for the following research questions:

RQ1. What are the prevailing practices of public tendering in various organizations 
in Pakistan? 
RQ2. What are the issues in public tendering traditional practices that impede the 
industry hike? 
RQ3. How can the current loopholes in the traditional system be resolved?

This study aims to address the aforementioned research questions. This work is novel 
in many aspects as none of the past research has exhaustively addressed the issues of public 
tendering of Pakistan exhaustively until now. The studies of Farooqui et al. (2008) and 
Khan & Khan (2015) are only master pieces of the works in the literature where authors 
concentrated on the lowest bid flaws in the system. Moreover, none of the research until 
now has yet comprehensively discussed the issues of public tendering except the ones 
targeting this lowest bid award. This study is a step beyond highlighting the current 
practices, and the earlier issues in the existing system, and exhaustively discussed the 
possible recommendation from the viewpoint of experts.
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METHODS

This research aims to investigate the current tendering practices and problems in Pakistan 
and their possible solutions. Inherent issues of public tendering were examined through 
a meticulous overview of literature around the globe. Facts of public tendering obtained 
through literature were discussed to justify the study for the Pakistan public sector. Not 
limited to this, the regularly published magazines, articles, and reports from various 
organizations in Pakistan were consistently reviewed. The explored organizations in 
Pakistan includes Pakistan Public Procurement Regulatory Authority (PPRA), Pakistan 
Bureau of Statistics (PBS), State Bank of Pakistan (SBP), and Pakistan Engineering Council 
(PEC). Furthermore, this study seeks to pursue exhaustive knowledge in the context of 
public tendering in Pakistan. In this connection, the expert surveys in the form of interviews 
were carried out with the key and top hierarchy experts in various public and private 
organizations in Pakistan. Such studies rely on shared perspectives from different groups 
of people such as clients, consultants and contractors as suggested by (Murtagh & Brooks, 
2019). For this present research, an expert sampling technique of purposive sampling 
method was adopted. Fundamentally, this was a non-probabilistic sampling approach 
which is mutually based on the population characteristics and the study objectives. The 
high-profile decision makers and policy makers from client, consultants and contractors 
participated in present study. A special focus was kept on the experts in public organizations 
those having rich experience in public tendering.

To meet the intended research goals, issues of public tendering in Pakistan were 
presented in a pilot survey. The pilot survey was basically conducted to verify the viability 
of the study before the actual data collection process on a large sample size. Melody (2008) 
defined a pilot study as an informal way on a handful of participants to validate the studies. 
The shared groups of experts further pointed out the local prevailing problems of the 
industry apart from those mostly cited in the literature. An exhaustive survey instrument 
was designed in two different sections for the intention of achieving the significant outcomes 
of this research. The first section comprises the current practices and problems of Pakistan 
public tendering whereas, the later part is reserved for the possible opinion of experts on 
the current situation of public tendering in the form of possible solutions. The instrument 
was thus prepared and distributed to pertinent professionals working in public projects 
and especially with the experts those deal with the tendering matters. Collected responses 
were analyzed in SPSS and later kept under discussion with the experts. The differences of 
opinion of all respondents’ group (i.e., client, consultants, and contractors) were investigated 
by computing a one-way ANOVA test. Henceforth a hypothesis is developed as follows.

H1: There is a substantial difference in the perception of each group on current practices, 
issues, and recommendations provided by experts on public tendering. 
The research method flow is illustrated further in Figure 1 for further reference.
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Data Collection and Analysis Method

Data collection on a larger sample size begins after the successful completion of the 
pilot study. The data collection process involved various experienced participants from 
different groups i.e. client, consultants and contractors. Melody (2008) suggested that 
the opinion with the relevant participants based on their experience was sufficient for 
investigating the procedures and method. Before commencing with data collection, the 
targeted organizations are listed out from various public sector organizations in Pakistan. 
To ensure the participation of highly credible and pertinent respondents, vastly experienced 
professionals are approached in the data collection stage. The sample size was confirmed 
from the study of Morenikeji (2006). According to this study, below 30 respondents are 
deemed small size, while above 30 is viewed as a larger sample. However, to receive 
a high response from participant is also another problem. Wahlberg and Poom (2015) 
believed that all kinds of survey research where human participants were involved, the 
response rate of the questionnaire was relatively low, and researchers were often reliant 
on the respondents. Fortunately for this study, 109 responses were gathered from different 
provinces (states) and regions of the country. The demographic information of survey 
respondents is illustrated in Table 1. 

Table 1 demonstrates that public sector clients are mostly targeted in the survey. 
Furthermore, the quality of respondents can be depicted from the high-level experience of 
respondents. According to the frequency analysis of respondents, over 50% of respondents 
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Figure 1. Research method flow diagram
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Table 1
Demographic information of survey respondents

Data types No. of respondents
Public Private Semi-Public NGO/INGO

Ownerships of 
respondents 53 42 8 6

Type of organization
Client Consultant Contractors

58 23 28

Experience in 
Construction sector

1-5 yrs. 6-10 yrs. 11-15 yrs. Above 15 yrs.
37 17 17 38

Experience in public 
tendering 46 26 12 25

Firm’s Geographical 
Location

Sindh Punjab KPK Baluchistan Gilgit & 
AJK

70 7 5 18 3

Position of 
respondents

Project 
Manager

Assistant/ 
Executive 
Engineer

Chief Executive 
Officer

Procurement/
Contract 
Engineer

Project 
Director others

8 47 15 13 5 21

Highest Educational 
Level

Diploma Bachelor Masters/M.Phil.
1 59 49

have above ten years’ experience in the construction. Furthermore, around 34% of 
respondents have similar experience in public tendering which is a reasonably significant 
number. The position of respondents further witnesses the quality of the data sample. As 
discussed earlier, top hierarchy personnel from the various organizations in Pakistan were 
pursued. 

Survey responses were gathered on a five-point level of agreement and disagreement 
scale, where 1 represents strongly disagree and 5 represents strongly agree. An undecided 
option was also offered on the scale for those participants who have no information on 
particular question. SPSS (Statistical Packages for Social Sciences) was employed for the 
data analysis where reliability analysis, mean values and group mean values are supported to 
validate the responses. The mean value in the form of Average Index (AI) equal and greater 
than 3 was considered as benchmark and any value above 3 is recognized in the category 
of agree and strongly agree as per (Kim et al., 2018). Furthermore, the one-way ANOVA 
test was performed to cross-check the perception of client, consultant, and contractor on 
different issues and current situations of public tendering in the country. Therefore, the 
ANOVA test was presented to validate that there was no major difference in the opinion 
of all stakeholders on raised concerns. This test was verified at a 5% level of significance 
i.e. significant value of any case lesser than 5% (i.e.,> 0.05) was considered a divergence 
in the opinion of stakeholders (Ng et al., 2009). 
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RESULTS AND DISCUSSION

Data Reliability

The reliability of data sample depends on the internal measures of reliability (Wang et al., 
2019). To validate the quality of data, Cronbach’s alpha test was carried out in SPSS. The 
Cronbach’s alpha values lay between 0 to 1, where the value of 0.7 was considered the basis 
for the internal consistency, and 0.6 was also considered satisfactory (Phogat & Gupta, 
2019). For this data sample, 0.783 value was found for the first section of questionnaire 
and 0.889 for the second part. Henceforth, the data sample was quite satisfactory for 
conducting a scientific research.

Analysis and Discussion on Current Practices of Public Tendering in Pakistan

In the first part of the study, multiple questions were raised in connection to current practices 
in various organizations of the public sector in Pakistan alongside with prevalent issues 
associated with current practices. A one-way ANOVA test was performed to examine 
the significant values of the responses. The results reveals that there was no significant 
difference in the majority of arguments except for two questions namely, “sometimes 
contractors provide wrong information on given criteria to client” and “public client 
accepts the abnormally low bid from contractors” with sig. values of 0.001 (<0.05) and 
0.012 (<0.05) respectively. The one-way ANOVA test results confirmed that the null 
hypothesis (H0) was rejected on the majority of arguments. However, a small difference 
in the opinion of participants’ groups was observed in the said arguments. Owing to the 
opinion differences, a post hoc test was performed in SPSS using Tukey’s test to detect 
which group haddifferent opinions, among others. 

Analysis of the post hoc test revealed that there was a disagreement of opinion between 
client and contractor on both said arguments. To explore this further, the group mean 
values of both cases from clients and contractors could be referred (Table 2). According 
to the obtained mean values, the client’s group is more inclined toward the opinion that 
the contractor provides wrong information to them, but the contractor’s group rejects the 
argument. However, the case is different in the second query as per the opinion of both 
participant groups. Therefore, no large difference in the opinion is observed for this case. 
Further discussion on the obtained results is discussed below.

A contractor is a key stakeholder in the construction industry and his/her role in the 
successful delivery of a project can never be ignored. Analysis of survey shows that the 
currently nature of construction projects is turning out to be complicated in Pakistan owing 
to several reasons such as market demands in the form of innovative designs, construction 
methods and modern skills. Such challenges are the impediment to a successful delivery 
of a project. Looking at these challenges, a client ought to focus on the selection of a 
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Table 2
Total mean value and group mean value results of current practices of public tendering in Pakistan

Questions/Arguments N Mean Std. Deviation

The nature of construction projects in 
Pakistan is becoming more complicated.

Client 58 3.50 1.158
Consultant 23 3.48 0.790
Contractor 28 3.50 0.839

Total 109 3.50 1.006

The contractors need to be more capable 
of meeting the demand for complicated 
projects.

Client 58 4.28 0.854
Consultant 23 4.30 0.470
Contractor 28 3.96 0.693

Total 109 4.20 0.755

Public organizations are bound to follow 
strict legal process and formalities in 
tendering and procurement.

Client 58 4.45 0.680
Consultant 23 4.30 0.876
Contractor 28 4.18 0.772

Total 109 4.35 0.750

Public organization follows PPRA rules/
guidelines in tendering.

Client 58 4.43 0.920
Consultant 23 4.48 0.593
Contractor 28 4.18 0.905

Total 109 4.38 0.858

Public organizations follow their own 
developed rules or process in tendering.

Client 58 2.97 1.401
Consultant 23 2.83 0.984
Contractor 28 2.61 1.066

Total 109 2.84 1.241

Public organizations assess contractors 
based on the following evaluation criteria 
during the prequalification stage. a) 
Experience

Client 58 4.50 0.755
Consultant 23 4.57 0.507
Contractor 28 4.46 0.793

Total 109 4.50 0.715

Public organizations assess contractors 
based on the following evaluation criteria 
during the prequalification stage. b) 
Financial Soundness

Client 58 4.45 0.776
Consultant 23 4.52 0.511
Contractor 28 4.57 0.504

Total 109 4.50 0.661

Public organizations assess contractors 
based on the following evaluation criteria 
during the prequalification stage. c) 
Technical Personnel

Client 58 4.41 0.795
Consultant 23 4.52 0.593
Contractor 28 4.57 0.504

Total 109 4.48 0.688

Public organizations assess contractors 
based on the following evaluation criteria 
during the prequalification stage. d) 
Equipment

Client 58 4.24 0.904
Consultant 23 4.26 0.619
Contractor 28 4.57 0.690

Total 109 4.33 0.806

Public organizations assess contractors 
based on the following evaluation criteria 
during the prequalification stage. e) 
Management Capability

Client 58 4.00 0.991
Consultant 23 4.30 0.765
Contractor 28 4.25 0.844

Total 109 4.13 0.914
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Table 2 (continue)

Questions/Arguments N Mean Std. Deviation

Public organizations assess contractors 
based on the following evaluation criteria 
during the prequalification stage. f) Quality

Client 58 4.03 1.008
Consultant 23 4.35 0.573
Contractor 28 4.04 1.036

Total 109 4.10 0.942

Public organizations assess contractors 
based on the following evaluation criteria 
during the prequalification stage. g) Health 
& Safety

Client 58 3.57 1.110
Consultant 23 3.96 0.638
Contractor 28 3.61 0.994

Total 109 3.66 1.002

Contractor’s evaluation criteria in public 
organization are not sufficient.

Client 58 3.93 0.915
Consultant 23 3.70 1.020
Contractor 28 3.57 0.959

Total 109 3.79 0.953

Clients evaluate contractors on certain 
criteria where right data/information from 
the contractor is not obtained.

Client 58 3.79 1.120
Consultant 23 3.74 0.752
Contractor 28 3.71 0.810

Total 109 3.76 0.971

Sometimes contractors provide wrong 
information on given criteria to clients.

Client 58 4.19 0.888
Consultant 23 3.96 0.475
Contractor 28 3.50 0.793

Total 109 3.96 0.838

All contractor passing the threshold marks 
are treated equally during the bid price stage 
in public tendering.

Client 58 3.83 1.157
Consultant 23 3.83 0.937
Contractor 28 3.89 0.497

Total 109 3.84 0.973

Your organization select contractors; a) that 
offers least bid price but responsive

Client 58 4.16 1.225
Consultant 23 4.39 0.722
Contractor 28 4.46 0.922

Total 109 4.28 1.064

b) without considering bid price only 
qualification criteria-based

Client 58 2.22 0.974
Consultant 23 2.17 1.154
Contractor 28 1.82 0.945

Total 109 2.11 1.012

c) based on weightage of technical and 
price bid by considering multiple criteria 
selection

Client 58 3.38 1.240
Consultant 23 3.83 0.834
Contractor 28 3.82 0.819

Total 109 3.59 1.082

Special consideration in assigning threshold 
(minimum passing marks) during the 
prequalification stage is not made in public 
tendering.

Client 58 3.17 1.286
Consultant 23 3.17 0.887
Contractor 28 3.46 0.881

Total 109 3.25 1.115
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Table 2 (continue)

Questions/Arguments N Mean Std. Deviation

Public clients accept the abnormally low bid 
from contractors.

Client 58 3.09 1.315
Consultant 23 3.70 0.765
Contractor 28 3.75 0.752

Total 109 3.39 1.130

Tender is always awarded to one who 
quotes lesser than ceiling price (estimation 
by client).

Client 58 3.38 1.309
Consultant 23 3.61 0.988
Contractor 28 3.89 0.737

Total 109 3.56 1.134

Traditionally, the final contract award is 
made on the lowest cost basis.

Client 58 3.98 1.116
Consultant 23 4.00 0.674
Contractor 28 4.29 0.460

Total 109 4.06 0.905

In your organization, contractors are 
rejected on the consent of high officials.

Client 58 2.74 1.117
Consultant 23 2.78 1.166
Contractor 28 3.25 1.041

Total 109 2.88 1.120

Your organization follows a decision-
making system for assessing the contractors.

Client 58 2.69 1.301
Consultant 23 3.22 1.166
Contractor 28 2.43 1.230

Total 109 2.73 1.274

capable contractor in its team. The availability of capable contractors can be ensured when 
an exhaustive assessment from contractor is made possible during the public tendering 
process. Therefore, the extensive and exhaustive selection of a contractor is a key to a 
successful project outcome. 

According to the survey results, the current tendering system in Pakistan for the 
contractor’s assessment, evaluation, and final selection is ambiguous and inconsistent 
in many aspects. Clients in the construction sector of Pakistan throughout the country 
strictly follow PPRA 2004 rules. These regulations restrict the public clients in many 
situations such as in quotation of the bid price. Nevertheless, some limited organizations are 
developing the system with their own modification in PPRA 2004 regulations despite the 
strict requirements in the legislation. Discussing the facts with experts revealed loopholes 
in implementation of the governmental regulations. A similar claim was made by Ibrahim 
et al. (2017) that in the developing countries, public regulations were sometimes modified 
due to weakness in the system. 

Further analysis on current evaluation criteria revealed that Experience, Financial 
Soundness, Technical Personnel, Equipment, Management Capability, Quality and Health 
& Safety criteria are considered currently in evaluating or pre-qualifying the contractors in 
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Pakistan. The survey also focused on associated issues with traditional quality criteria set by 
governmental bodies. Experts in Pakistan believe that these contractor selection criteria are 
outdated and furthermore not extensive enough to qualify a capable contractor especially 
in today’s construction when the industry is changed at three sixty degrees. The matter is 
further worsened by the incorrect information provided by the contractor when asked for the 
available sources in the form of selection criteria. From the analysis of results, it is found 
that clients in the public sector in Pakistan are confronting the issue of receiving incorrect 
information from the contractors. This issue is prevailing because of inappropriate design 
of criteria by the client. In many cases, the right information from contractors on certain 
criteria is difficult to gather which creates problems in their true analyses. 

While investigating the current selection mechanism in the country, the most adopted 
method is found as the least, and responsive price bid-based selection followed by 
weightage consideration of price and quality criteria. The survey further unwrap that the 
quality-based method is infrequent in public organizations. From the survey analysis, it 
is confirmed that in Pakistan, the least bid price mechanism is most common and many 
times abnormally bids are also considered for the award which is a great threat and further 
leads to project failure in many cases. Several reservations and differences of opinion 
were observed in the analysis. Despite the rules as per the PPRA 2004 which prohibits the 
acceptance of abnormal bid, it is still a common practice in the country which has adverse 
consequences. It is also evident from the results that the contract winner is always the one 
who quotes a bid lesser than estimation by the client. This method is followed by weightage 
consideration of price and quality where the weightages are measured based on a certain 
threshold values set by the client. Clients will normally set this number in the initial stage 
of preparation of tender documents. Some guidelines in Pakistan i.e. PEC suggests different 
values of these threshold marks for pre-qualifying the contractor such as 60 or 70 (out of 
100). However, clients have further privilege to choose these marks reliant on the type of 
project within prescribed boundaries. The contractors attaining the threshold are qualified 
to bid for the project at the final stage. To unveil the current situation in Pakistan, a few 
questions were included in the questionnaire related to threshold marks. Results of the 
survey analysis found that in Pakistan, all the contractors attaining the threshold limit are 
considered equivalent and have equal opportunity to win the project. Even a contractor A 
with the highest marks for example, 95, is treated equally to a contractor B having marks, 
for example, 70. This basically reflects that qualification mark is irrelevant as long as they 
are passing threshold. Thus, there is no further importance of prequalification criteria and 
multi-characteristic qualities among the contractors. Henceforth, the process of public 
tendering in Pakistan is a discontinuous progression that partially recognizes the importance 
of quality criteria.

While investigating the availability of the decision-making system and their application 
in the public sector, a discouraging response in the form of unavailability of such a system 
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is obtained. Clients assign the responsibility of assessing the bids to a small group of 
experts who have the right to select or reject the competitors based on certain conditions. 
However, the entire judgement is based on a paperwork without any justified system or 
decision-making mechanism. Henceforth, there emerge chances of unjustified and unequal 
assessments on all cases as a result of human error. The aforementioned section unveils 
the current practices and relevant issues in public tendering in Pakistan which later help 
in developing the theoretical outcome from this research.

Analysis on Opinion of Construction Industry Experts on Current Tendering 
Issues in Pakistan 

This section underlines the analysis and discussion part on the experts’ opinion over the 
current practices in public tendering presently. Additionally, the section also covers various 
solutions for the prevailing issues in public sector in Pakistan. A significant number of 
questions and proposed solutions are enlisted in the 2nd part of the questionnaire. The 
gathered data was analyzed in SPSS using mean values, group mean values and standard 
deviation (Table 3). 

A one-way ANOVA test was also performed to verify the significant values of 
each variable. The result presents that there was no significant difference in majority of 
interrogations, except the two namely; “contractor’s assessment process could be improved 
if the benefits of prequalification (PQ) phase is provided in the final contract award” and 
“the human-based assessment system causing problem in contractor’s selection process” 
with respective sig. value of 0.007 (<0.05) and 0.017 (<0.05). From the sig. values of the 
cases, the one-way ANOVA test confirmed that the null hypothesis (H0) was rejected on the 
majority of suggestions. Due to the identified variations in opinion from different groups, 
a post hoc test was performed in SPSS. Analysis of post hoc test results uncovered that 
there was a significant difference in the opinion of consultants compared to other groups 
(i.e., client and contractor) on the first suggestion. Moreover, on the second query, the 
contractor’s viewpoint was much different from the other two groups. The consultant was 
unwilling to accept suggestions in the first question. However, in the second question, 
the contractors’ viewpoint was much different than the clients and consultants which 
clarified that contractors had more issues with the human-based assessment system of the 
public client. To explore further, the group mean values of both questions from clients and 
contractors were referred to. According to the group mean value, all groups of respondents 
agreed with both recommendations. The higher mean value (above 3) further indicated 
the validity of queries. The survey results on the opinion and recommendations of experts 
over the present condition in public sector in Pakistan is discussed below.

The survey result reveal that nowadays construction projects are of a complicated nature 
in Pakistan and the assessment of contractors is still based on earlier concepts. This further 
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Table 3
Total mean and group mean value analysis results of opinion of construction industry experts on current 
tendering issues in Pakistan

Suggestions Type of respondents N Mean Std. Deviation

The nature of construction projects 
nowadays requires extensive contractor’s 
assessment in meeting project demands.

Client 58 4.28 0.523
Consultant 23 4.17 0.834
Contractor 28 3.93 0.858

Total 109 4.17 0.701

The success of a project is greatly 
depending on the capability of a 
contractor.

Client 58 4.28 0.720
Consultant 23 4.48 0.593
Contractor 28 4.25 0.518

Total 109 4.31 0.648

A contractor is more responsible for 
project success than other parties, for 
instance, client and consultant.

Client 58 3.93 1.090
Consultant 23 3.96 0.976
Contractor 28 4.39 0.832

Total 109 4.06 1.017

Public projects fail because of selecting 
incapable contractors.

Client 58 4.09 0.978
Consultant 23 3.96 1.065
Contractor 28 4.32 0.819

Total 109 4.12 0.960

Right contractor selection is still a 
problem in public projects.

Client 58 4.07 1.024
Consultant 23 4.00 0.953
Contractor 28 4.21 0.738

Total 109 4.09 0.938

The ultimate solution to public projects 
lies in the proper selection of capable 
contractors.

Client 58 4.21 0.894
Consultant 23 4.04 0.638
Contractor 28 4.21 0.917

Total 109 4.17 0.848

In comparison to the private sector, 
public organizations have more 
complicated tendering process owing to 
legal boundaries.

Client 58 4.00 1.170
Consultant
Contractor

Total

23
28

4.00
4.04

0.674
1.071

109 4.01 1.050

The multi-characteristic requirement 
from contractors is making the tendering 
process more complicated.

Client 58 3.60 1.337
Consultant 23 3.87 0.869
Contractor 28 3.89 0.956

Total 109 3.73 1.160

Flaws in evaluation process in public 
tendering are responsible for projects’ 
failure in Pakistan.

Client 58 3.88 1.215
Consultant 23 4.09 0.900
Contractor 28 3.86 0.803

Total 109 3.92 1.055

In your opinion which can be a reason for 
project failure in Pakistan in the context 
of public tendering? a) Lowest bid price 
selection

Client 58 4.36 0.873
Consultant 22 4.36 0.790
Contractor 28 4.29 1.013

Total 108 4.34 0.888
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Table 3 (continue)

Suggestions Type of respondents N Mean Std. Deviation

b) Insufficient contractor’s technical 
evaluation

Client 58 4.26 0.890
Consultant 23 4.17 0.491
Contractor 28 4.29 0.763

Total 109 4.25 0.784

c) Poor weightage consideration of 
technical and bid price criteria

Client 58 4.02 0.982
Consultant 22 4.00 0.617
Contractor 28 4.11 0.567

Total 108 4.04 0.819

d) Improper decision support system for 
contractor’s evaluation

Client 58 3.84 1.040
Consultant 22 4.00 0.617
Contractor 28 4.18 0.670

Total 108 3.96 0.885

Several problems in the tendering phase 
are occurring in public projects because 
of ignoring standard procurement 
guidelines.

Client 58 3.84 0.933
Consultant 23 3.96 0.638
Contractor 28 4.14 0.448

Total 109 3.94 0.780

Contractors are not properly evaluated 
because of insufficient quality criteria set 
by organizations.

Client 58 3.81 0.888
Consultant 23 4.04 0.638
Contractor 28 4.04 0.429

Total 109 3.92 0.747

Clients are facing an issue of getting 
incorrect information on qualification 
criteria from contractors.

Client 58 3.95 0.981
Consultant 23 3.91 0.793
Contractor 28 3.61 0.786

Total 109 3.85 0.901

Contractor’s evaluation is becoming 
difficult due to the absence of proper 
screening at an early stage.

Client 58 4.00 1.009
Consultant 23 4.04 0.767
Contractor 28 4.04 0.881

Total 109 4.02 0.923

The client must consider proper threshold 
marks (minimum passing marks) during 
prequalification.

Client 58 4.26 0.762
Consultant 23 4.39 0.583
Contractor 28 4.18 0.548

Total 109 4.27 0.676

Capable contractors are not selected 
because of improper weightages are 
given to cost in comparison to other 
qualification criteria.

Client 58 3.97 1.092
Consultant 23 4.22 0.736
Contractor 28 4.32 0.548

Total 109 4.11 0.916

A more capable contractor can be 
selected if technical parameters are given 
high importance/weightage.

Client 58 4.52 0.628
Consultant 23 4.26 0.689
Contractor 28 4.21 0.686

Total 109 4.39 0.665
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Table 3 (continue)

Suggestions Type of respondents N Mean Std. Deviation

The contractor assessment process 
can be improved if the benefits of 
prequalification or technical phase are 
given in the final contract award.

Client 58 4.45 0.776
Consultant 23 3.87 0.869
Contractor 28 4.43 0.573

Total 109 4.32 0.780

The lowest bid award system in public 
project is responsible for several mishaps 
in any project.

Client 58 4.36 0.742
Consultant 23 4.17 0.778
Contractor 28 4.43 0.504

Total 109 4.34 0.697

Other than price-based selection method 
must be developed in Pakistan.

Client 58 4.48 0.504
Consultant 23 4.35 0.487
Contractor 28 4.32 0.670

Total 109 4.41 0.548

Contractors must be given flexibility in 
bid price quotation within the ceiling 
price limit.

Client 58 4.03 0.837
Consultant 23 4.13 0.548
Contractor 28 4.36 0.559

Total 109 4.14 0.726

The client should accept any bid lies 
within the limit of ceiling price to make 
process more flexible.

Client 58 4.02 0.827
Consultant 23 3.96 0.825
Contractor 28 4.36 0.678

Total 109 4.09 0.800

Public projects are suffering several 
problems because of poor mechanism of 
public tendering.

Client 58 3.90 1.003
Consultant 23 3.96 0.878
Contractor 28 4.14 0.591

Total 109 3.97 0.887

Contractor selection issues are pertaining 
because of improper traditional 
contractor’s assessment system.

Client 58 4.05 0.944
Consultant 23 4.04 0.878
Contractor 28 4.11 0.497

Total 109 4.06 0.831

The human-based assessment system 
causing problems in contractors’ 
selection process.

Client 58 3.60 0.972
Consultant 23 3.83 1.154
Contractor 28 4.25 0.752

Total 109 3.82 0.992

Contractor’s assessment system during 
the evaluation phase can help in smooth 
and justified assessments.

Client 58 4.14 0.712
Consultant 23 3.96 0.562
Contractor 28 4.21 0.418

Total 109 4.12 0.620

The complexity of the tendering process 
can be minimized with the help of 
automated decision-making system.

Client 58 3.97 1.008
Consultant 23 3.74 1.054
Contractor 28 4.04 0.637

Total 109 3.94 0.936
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confirms that an extensive assessment of contractors is needed of the hour in construction 
sector in Pakistan. Further examination reveals that no doubt clients, consultants, and 
contractors are key personnel of a project, but the project accomplishment is more reliant 
upon the shoulders of a contractor in Pakistan. These results are in accordance with many 
past studies such as Alzahrani and Emsley (2013), and Lundberg and Bergman (2017), who 
believed that performance of project was highly dependent on the shoulders of contractors. 
In this continuation, furthermore, impressive results were found. According to the results, 
in Pakistan, mostly public projects fail because of selecting incapable contractors. Results 
confirm that the significance of selecting capable contractor for a public project is still not 
taken seriously. Apart from the capable contractor selection, owing to several governmental 
formalities as the funds belong to the public, public tendering is believed to be more 
complicated than its private counterpart projects bidding. Survey results found that the 
private sector is relatively more straightforward in process. The public tendering is bounded 
in more legal formalities and procedures. This is owing to a large number of formalities 
in public tendering; a higher number of requirements are asked from the contractors that 
are making the process obscure. Lundberg and Bergman (2017) also confirmed that public 
tendering complexity resulted in a lesser quality project compared to its private counterpart. 
The results also confirmed findings from the studies of Judit (2017) and Long et al. (2004). 
This leads to the suggestion that an easier and straightforward process with lesser formalities 
needs to be designed to get rid of various inherent issues of public tendering. 

Several other problems tend to persist from the evaluation of contractors until 
its final award that is based on price. Referring to the survey results, the problematic 
evaluation process of contractors is to be blamed for project failures in the country. 
Several complications happened when wrong contractors entered the bidding and being 
awarded the project. Liu et al. (2015) assumed that a contractor whose capabilities did 
not match the project requirement creates problems of time, cost, and quality in project 
later on. Ultimately, the end goal of every client is to have a successful end to projects 
where a contractor plays a major role (Watt et al., 2010). Further reasons for project failure 
in the context of public tendering were reported as; “lowest bid price selection” which 
was discussed earlier. These results are consistent with the earlier findings of Cheaitou 
et al. (2019) and Zhang et al. (2015). Exploration of results further divulges that public 
clients are ignoring the standard procurement guidelines while designing, evaluating, and 
awarding the tenders. The survey found that the issue is most prevailing in the country, and 
experts believe this is one of the major causes of public tendering failure. Therefore, it is 
suggested that the lowest bid system is abolished. This can further be improved through 
extensive contractor’s evaluation before the bid stage. In this regard, an effective tool can 
be a standard procurement guideline. The second most critical reason of project failure 
was found as “insufficient contractor’s technical evaluation,” and the other similar causes 
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were stated as “poor weightage consideration of technical and bid price” and “improper 
decision support system for contractor’s evaluation.” 

Proper evaluation of contractors is still a dominant issue in Pakistan as reported in the 
survey. Incapable contractors often became part of the competition owing to insufficient 
criteria set by the organizations. The study indicated that the existing evaluation criteria 
(Experience, Financial Soundness, Technical Personnel, Equipment, Management 
Capability, Quality and Health & Safety) received very high critics. Patil (2017) also, 
believed that proper screening in terms of evaluation criteria was necessary. Apart from 
the issues of insufficient criteria, designing and keeping the ambiguous criteria is another 
subject of matter where correct information from contractors is challenging to obtain is 
another subject of matter. Furthermore, results have proven that in the evaluation process, 
clients did not get accurate information from the contractors and this was due to improper 
designing of quality criteria. According to the survey results, due to the deficiency of proper 
screening, the contractor’s evaluation has become problematic. The experts believed that 
appropriate screening criteria in the preliminary phase can decrease more burdensome 
participation in the evaluation stage. Thus, this leads to the design of an extensive set 
of tougher criteria for initial scrutiny of contractors with higher weight on technical 
parameters over the cost. The results are in accordance with the assertion of Lundberg & 
Bergman (2017) who believed that quality parameters must be weighted more than cost 
considerations if the quality was ultimate expectations from the outcome.  

As discussed above, the role of threshold marks is only limited to technical assessment 
phase (or prequalification stage) only. In this regard, many experts and professionals 
believed that proper calculation of threshold marks is not considered anywhere in public 
tendering practice. Henceforth, they believe that the proper understanding of such marks 
must be incorporated. The experts believe that the contractor’s assessment process can be 
improved further if the contractors are given the benefits of their higher marks in the final 
award of work. This suggests that certain percentages of technical phase process must be 
kept for the final award. This can offer the equal opportunity to a contractor for wining a 
project who will quote a right bid price over the least bid. 

While addressing the issues to get rid of the lowest bid award system in Pakistan, the 
survey found interesting results. From the survey results, it was revealed that the lowest bid 
price selection is causing the problem in public projects and alternative to the price-based 
methods are grievously needed to be designed respectively. Zhang et al. (2015) also stressed 
that evaluation of bid was a significant concern in public tendering. This is also according to 
the study by Mamavi et al. (2017) which claims that apart from reality, several basic models 
of bid evaluation suggest that cost should not be the parameters for contractor selection. 
The problem of lowest bid selection can be resolved with an alternative suggestion. It is 
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suggested that contractors are offered flexibility while quoting their bid within the ceiling 
price limit. Clients are recommended to accept any bid from the contractors that is within 
the upper limit of ceiling price irrespective of the lowest value in the competition. This 
situation would not create any problem of over utilizing public funds and would further 
enhance the chances of fair competitions. The contractors will also be given their due right 
in the form of sufficient return on its investment. Therefore, the chances of providing bad 
quality outcome can also be minimized. 

The long-lasting issues in public tendering in Pakistan are the results of certain 
traditional practices. Moreover, the human-based assessment system has created many 
flaws in the form of unjustified decisions and biases in the assessment process. Based 
on the survey, it was found that the tendering process in Pakistan is largely affected by 
traditional customs and human-based assessment. The absence of more objective evaluation 
led to unjustified decisions and biases in assessment processes. Thus, an assessment 
for the purpose of selecting contractors for public projects in Pakistan requires serious 
attention and more objective approach is needed. Nowadays, the world has entered the 
era of modernization, where the use of advanced tools and techniques is within reach for 
everyone. Unfortunately, the tendering department in many organizations in Pakistan are 
still in its old-fashioned way. This is especially so in the contractor’s assessment system 
where a person or a team decides on the future of contractors with no or fewer means of 
alternative modern assessment methods or techniques, and with and with no guarantee of 
precision. The data analysis of respondents suggested that an automated decision support 
system can be a helpful tool in public organizations. Respondents agreed that such a system, 
if developed, could further simplify one of the difficult phases of public tendering i.e. 
justified assessment. Furthermore, they decided that many difficulties arising during the 
assessment process that is a hurdle in equal treatment of the contractors could be minimized 
with the system. With the aforementioned discussions on opinion on present practices and 
their solution in the form recommendations, a theoretical framework is developed to pave 
a road map for public tendering.

Public Tendering Theoretical Outcome for Pakistan Construction Projects

Referring to the research questions raised in the beginning, the exhaustive survey propagates 
in three different directions i.e. issues, practices, and recommendations in public tendering 
in Pakistan. In the first part i.e. current practices of public tendering in Pakistan, the issues 
and practices are investigated. The third direction of recommendations is computed from 
the second part of survey. Therefore, the results obtained from the analysis propagates in 
three different directions and helped in the development of theoretical framework. The 
novel research contribution is thus achieved in this research that can fill the wide gaps in 
current body of knowledge (Figure 2). 
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Figure 2 exemplifies that several ill practices in public projects in Pakistan are 
prevailing. These outdated customs of tendering process are a key hindrance in the 
development of the industry. The theoretical outcome interlinked each ill designed process 
to current issues facing the industry. Several inherent issues are emphasized that are the 
outcome of poor practices in Pakistan.  Following up the issues, industry experts were 
called for their suggestions. Experts emphasized on various helpful recommendations those 
are mentioned under the analysis and discussion section. The recommendations are linked 
with each case of practices and issues and illustrated in Figure 2. The theoretical outcome 
of public tendering is a blueprint in construction sector. The recommendations drawn in the 
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Figure 2. Public tendering theoretical outcome for Pakistan construction projects
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end are fruitful in filling the wide gaps and pitfalls for public sector in Pakistan. Especially, 
a critical thought is required to overcome the issues of human assessment system that 
received a lot of critics. Construction sector in Pakistan is suggested to strictly follow the 
outcome for a better and prosperous construction sector. 

CONCLUSION AND RECOMMENDATION

Public tendering in Pakistan is still at the embryonic stage. Exhaustive research was carried 
out to ascertain the current practices in public tendering and expert opinion on current issues 
of public tendering in Pakistan and various recommendations are put forward. A one-way 
ANOVA test clarified the divergence in the opinion of different stakeholders. Henceforth 
null hypothesis formulated in the beginning is rejected based on sig. values obtained in the 
one-way ANOVA test. The study results revealed several threatening results on a ground 
reality basis. The study concludes that in Pakistan, construction projects are turning into 
a modern phase and contractors are not capable enough to confront to meet the demands 
of new challenges. This has resulted in the failure of several projects in Pakistan. Further 
results revealed that a capable contractor selection is still an unresolved issue of public 
tendering. This is because the quality criteria on which contractors were assessed are not 
enough and not correctly designed. Also, a proper weightage on quality criteria and cost 
is not developed yet, leading to incapable contractor selection. 

Furthermore, contractors passing the prequalification criteria are treated equally, 
which is not in favor of the system. Currently, clients are not interested in redesigning the 
threshold marks that would result in severe negative outcome soon. Several such reasons 
are responsible for complexity in public tendering comparing to the private sector. Many 
alarming results were obtained on bid price selection also. For instance, in Pakistan, the 
concept of accepting abnormal bid is prevailing and the clients offer the project to one 
who quotes the least bid price, dodging the clauses of PPRA. This system is believed to 
be a significant failure of public projects. The study concludes that competent contractor 
is vital in undertaking projects especially to cope with the advancement of technology 
and the complex nature of nowadays project. As such rigorous criteria must be included 
in the assessment stage to truly reflect the capacity and the capability of the contractor. In 
addition to this, decision making should be aided by automated decision making which 
will help to eliminate the biasness created in the human-judgement as per current practices 
in Pakistan. The study ends up with a theoretical outcome for public sector that is a novel 
contribution in the current knowledge. This study calls for exploring detailed project case 
studies to validate the findings further. Moreover, it recommends developing a decision 
support model for improving the current flaws in public tendering in Pakistan. 
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ABSTRACT

Sterilization using high-intensity electric fields is detrimental to health if safety is 
inadequate, so it is necessary to study the possibility of sterilization using low-intensity 
electric fields. This study aims to determine the lowest electric field intensity and treatment 
time to deactivate the bacteria that make up the biofilms and explain the mechanism of 
inactivation. The study samples were biofilms from the bacteria Pseudomonas aeruginosa 
and Staphylococcus epidermidis grown on the catheter. The modeling formula was 
developed from the Pockels effect and the Weibull distribution with the treatment using a 
square pulse-shaped electric field with a pulse width of 50 µs and an intensity of 2.0-4.0 kV/
cm. The results showed that the threshold for irreversible electroporation of both samples 
occurred in the treatment using an electric field with an intensity of 3.5 kV/cm and 3.75 kV/
cm, respectively, where the size and type of Gram of bacteria  influenced. Moreover, the 
time of the treatment had an effect when irreversible electroporation occurred. However, 
when there was reversible electroporation, the effect of treatment time on the reduction 
in the number of bacteria was not significant. Also, changes in conductivity affected the 
reduction in the number of bacteria when reversible electroporation  occurred.

Keywords: Bacteria, biofilms, electric field, electroporation, reduction 

INTRODUCTION

Bacteria often form biofilms on the surfaces 
of medical devices such as venous catheters, 
breast implants, pacemakers, and others 
(Lazǎr & Chifiriuc, 2010). Unfortunately,  
materials used in these medical devices 
generally cannot withstand high temperature. 
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Moreover, biofilms have proven to be very resistant to several types of antibiotics and 
chemical disinfectants (Eriksson, 2011), making it difficult to inhibit their growth. 
Therefore, a right sterilization technique that can reduce the number of bacteria quickly 
but also does not cause heat to the materials of medical devices is highly needed, such as 
sterilization using high-intensity electric fields (Ramaswamy et al., 2019; Bonetta et al., 
2014). In fact, the interaction between high-intensity electric fields with bacteria causes 
irreversible electroporation to the cell membrane (Miklavčič, 2017), which in turn induces 
bacterial death (Rosin & Kurrasch, 2018). However, exposure to these high-intensity 
electric fields can harm the organs of the human body or other living things around the 
exposure if the security is less than optimal. Negative effects that can occur are complaints 
on the face (Skulberg et al., 2001), decreased red blood cells (Di et al., 2018), reduction 
in sperm count and motility, damage to Deoxyribose Nucleic Acid (DNA), and oxidative 
stress (Aslankoc et al., 2018).

To reduce the negative impacts of sterilization on medical devices and human body, 
sterilization using low-intensity electric fields can be done, particularly for one that does 
not require short period of time in its treatment process. This, therefore, requires data 
on the lowest electric field intensity and treatment time for inactivating bacteria as well 
as data on a deactivation mechanism for their development. For the effectiveness of its 
implementation, it requires mathematical modeling that can predict the lowest electric field 
intensity and treatment time for the inactivation of the bacteria that make up the biofilms, 
and that can be used to explain the mechanism of deactivation. 

Several studies have been conducted on mathematical modeling of the use of electric 
fields. Previously, a study was conducted on mathematical modeling of the use of electric 
fields to predict the growth of Escherichia coli bacteria in carrot juice (Singh et al., 2017). 
There has also been another modeling to predict the effect of the electric field on changes 
in spore morphology in Bacillus atrophaeus bacteria (Qiu et al., 2014), ion transport inside 
and outside the soft layer in Gram-positive bacteria (Moran et al., 2018), and changes in the 
bacterial pore radius (Mescia et al., 2019).  Specifically, a model developed by Singh et al. 
(2017) still used a high electric field intensity at 9-21 kV/cm, while a model developed by 
Qiu et al. (2014), Moran et al. (2018), and Mescia et al. (2019) had not reported a reduction 
in the number of bacteria that occured. Therefore, modeling to predict the lowest intensity 
in order to reduce the number of bacteria is highly needed.

In this study, a mathematical model developed from the Pockels effect and the Weibull 
distribution has been formulated. The present study aims at predicting the lowest electric 
field intensity and treatment time for inactivating bacteria and explaining the deactivation 
mechanism.
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METHODS

Theory

This study used an electric field generated using parallel plates, so the field intensity 
between the plates is (Equation 1): 

𝑬 =
∆𝑽
𝑑        [1]

where E is the electric field between parallel plates, d is the distance between the plates, 
and ∆V is the potential difference between the plates. Bacterial cell membranes, especially 
those in the lipid bilayer, have anisotropic (Pogozheva et al., 2013; Huh et al., 2016) and 
electro-optical properties (Bunin et al., 2005), so when they interact with an external 
electric field, they experience a change in the refractive index (Eismann, 2012), which  
satisfies the Equation 2:

𝑛 𝑬 = 𝑛− 1
2⁄ 𝑟𝑛3𝑬     [2]

where r is called the Pockel coefficient, n and n(E) are the refractive index before and after 
being subjected to an electric field, respectively, and E is the electric field.

Bacteria, especially lipid bilayers, are media that tend to be uniaxial (Galdiero et al., 
2013), so when interacting with electric fields their refractive index is expressed as nx = 
ny = no and nz = ne (Eismann, 2012). If the electric field points to the z-axis, then E (x, y, 
z) = (0,0, E). Therefore, the ellipsoid refractive index is expressed as Equation 3 and 4 
(Eismann, 2012), i.e.:

𝑛𝑜 𝐸 =  𝑛𝑜(0)− 1
2
𝑛𝑜3𝑟13𝑬     [3]

𝑛𝑒 𝐸 =  𝑛𝑒(0)−
1
2 𝑛𝑒

3𝑟33𝑬     [4]

For example, the electric field is changed by ∆E, so the extraordinary refractive index 
changes that occur is (Equation 5):

∆𝑛𝑒=−1
2
𝑛𝑒3𝑟33∆𝑬      [5]

where ∆ne is the change of the refractive index in z axis.

Diffusion of Water and Ions in the Cell Membrane

Exposure to the electric field in bacteria triggers changes in cell membrane permeability 
(Sweeney et al., 2018). Increased permeability causes changes in the diffusion of water 
and ions in the cell membrane (Kakorin & Neumann, 2002) expressed as Equation 6:
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∆𝑛𝑒 = −𝛥𝑓𝑊𝑛𝑒 + 𝛥𝑓𝑊𝑛𝑎

∆𝑓𝑊 =
1
2

𝑛𝑒3𝑟
𝑛𝑒 − 𝑛𝑎

𝑬  

∆𝑓𝑊 = 𝑓𝑊 𝐸 − 𝑓𝑊(0)

𝜎 = 𝑚𝜋𝑅2
𝜎𝑠
𝒹𝑚

= 𝑆𝑝𝑜𝑟
𝜎𝑠
𝒹𝑚

𝜎𝑠 𝐸 = 𝜎𝑠 0 +∆𝜎𝑠

𝜎 𝐸 = 𝜎 1 + 1
2

𝑛𝑒3𝑟
𝑛𝑒−𝑛𝑎

𝑚𝑝𝑜𝑟𝑬

   [6]

The substitution of Equation 5 with 6 is done by changing the electric field from E = 
0 to E, and then it is obtained as Equation 7:

∆𝑛𝑒 = −𝛥𝑓𝑊𝑛𝑒 + 𝛥𝑓𝑊𝑛𝑎

∆𝑓𝑊 =
1
2

𝑛𝑒3𝑟
𝑛𝑒 − 𝑛𝑎

𝑬  

∆𝑓𝑊 = 𝑓𝑊 𝐸 − 𝑓𝑊(0)

𝜎 = 𝑚𝜋𝑅2
𝜎𝑠
𝒹𝑚

= 𝑆𝑝𝑜𝑟
𝜎𝑠
𝒹𝑚

𝜎𝑠 𝐸 = 𝜎𝑠 0 +∆𝜎𝑠

𝜎 𝐸 = 𝜎 1 + 1
2

𝑛𝑒3𝑟
𝑛𝑒−𝑛𝑎

𝑚𝑝𝑜𝑟𝑬

   [7]

where 

∆𝑛𝑒 = −𝛥𝑓𝑊𝑛𝑒 + 𝛥𝑓𝑊𝑛𝑎

∆𝑓𝑊 =
1
2

𝑛𝑒3𝑟
𝑛𝑒 − 𝑛𝑎

𝑬  

∆𝑓𝑊 = 𝑓𝑊 𝐸 − 𝑓𝑊(0)

𝜎 = 𝑚𝜋𝑅2
𝜎𝑠
𝒹𝑚

= 𝑆𝑝𝑜𝑟
𝜎𝑠
𝒹𝑚

𝜎𝑠 𝐸 = 𝜎𝑠 0 +∆𝜎𝑠

𝜎 𝐸 = 𝜎 1 + 1
2

𝑛𝑒3𝑟
𝑛𝑒−𝑛𝑎

𝑚𝑝𝑜𝑟𝑬

 is the fraction of increasing volume of water and ion flow 
in the membrane, and na is the refractive index of water.

Cell Membrane Conductivity

Increased ion flow through the cell membrane will cause an increase in cell conductivity. The 
conductivity of the cell membrane is determined using the conductance of the permeable 
pore (m), assuming that the pore radius is R (Pavlin et al., 2005), so the conductivity of 
the cell membrane is obtained as Equation 8:

∆𝑛𝑒 = −𝛥𝑓𝑊𝑛𝑒 + 𝛥𝑓𝑊𝑛𝑎

∆𝑓𝑊 =
1
2

𝑛𝑒3𝑟
𝑛𝑒 − 𝑛𝑎

𝑬  

∆𝑓𝑊 = 𝑓𝑊 𝐸 − 𝑓𝑊(0)

𝜎 = 𝑚𝜋𝑅2
𝜎𝑠
𝒹𝑚

= 𝑆𝑝𝑜𝑟
𝜎𝑠
𝒹𝑚

𝜎𝑠 𝐸 = 𝜎𝑠 0 +∆𝜎𝑠

𝜎 𝐸 = 𝜎 1 + 1
2

𝑛𝑒3𝑟
𝑛𝑒−𝑛𝑎

𝑚𝑝𝑜𝑟𝑬

   [8]

where σs is the conductivity of the pore, dm is the thickness of the cell membrane, and Spor 
is the surface area of all conducting  pores. Changes in the diffusion of water and ions that 
pass through the cell membrane change the conductivity of the pores in the cell membrane, 
which becomes Equation 9:

∆𝑛𝑒 = −𝛥𝑓𝑊𝑛𝑒 + 𝛥𝑓𝑊𝑛𝑎

∆𝑓𝑊 =
1
2

𝑛𝑒3𝑟
𝑛𝑒 − 𝑛𝑎

𝑬  

∆𝑓𝑊 = 𝑓𝑊 𝐸 − 𝑓𝑊(0)

𝜎 = 𝑚𝜋𝑅2
𝜎𝑠
𝒹𝑚

= 𝑆𝑝𝑜𝑟
𝜎𝑠
𝒹𝑚

𝜎𝑠 𝐸 = 𝜎𝑠 0 +∆𝜎𝑠

𝜎 𝐸 = 𝜎 1 + 1
2

𝑛𝑒3𝑟
𝑛𝑒−𝑛𝑎

𝑚𝑝𝑜𝑟𝑬

   [9]

where σs(0) is the pore conductivity at condition E = 0, while σs(E) is the pore conductivity 
at the electric field condition  E. Thus, the conductivity of the cell membrane, when 
subjected to an electric field E, is (Equation 10)

∆𝑛𝑒 = −𝛥𝑓𝑊𝑛𝑒 + 𝛥𝑓𝑊𝑛𝑎

∆𝑓𝑊 =
1
2

𝑛𝑒3𝑟
𝑛𝑒 − 𝑛𝑎

𝑬  

∆𝑓𝑊 = 𝑓𝑊 𝐸 − 𝑓𝑊(0)

𝜎 = 𝑚𝜋𝑅2
𝜎𝑠
𝒹𝑚

= 𝑆𝑝𝑜𝑟
𝜎𝑠
𝒹𝑚

𝜎𝑠 𝐸 = 𝜎𝑠 0 +∆𝜎𝑠

𝜎 𝐸 = 𝜎 1 + 1
2

𝑛𝑒3𝑟
𝑛𝑒−𝑛𝑎

𝑚𝑝𝑜𝑟𝑬    [10]

where mpor is the number of pores in a bacterial cell. As a result of the increased conductivity 
of cell membranes, membrane damage occurs, which causes bacterial death (Pagán & 
Mackey, 2000).

The Reduction of the Number of Bacteria

The reduction in the number of bacteria in the logarithmic form is determined by modifying 
the Weibull distribution equation, thus obtaining the Equation 11 (Puértolas et al., 2009):
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log𝑁(𝑡)
𝑁𝑜

= − 𝑊
δ
ρ

𝑊 = 𝜎(𝐸)𝑬2𝑡

      [11]

where the  ρ value is the shape parameter. N(t) is the number of bacteria that remain after 
exposure during t, No is the number of bacteria before exposure, and W is the electrical 
energy used.

The amount of electrical energy W needed to deactivate bacteria (Monfort et al., 2012) 
is (Equation 12):log𝑁(𝑡)

𝑁𝑜
= − 𝑊

δ
ρ

𝑊 = 𝜎(𝐸)𝑬2𝑡       [12]

The scale  parameter (δ) is determined from a model based on the Gompertz function 
(Maria et al., 2011), which is expressed as Equation 13: 

δ = 𝑏𝑒−𝑒𝑐 𝐸−𝑑
      [13]

where δ value represents the specific energy to do first inactivation, E is the electric field 
strength, b, c and d are the model parameters. 

The reduction in the number of bacteria is determined by substituting Equation 10, 
12, and 13 into Equation 11, to obtain Equation 14:

log𝑁(𝑡)
𝑁𝑜

= − 𝑊
δ
ρ

𝑊 = 𝜎(𝐸)𝑬2𝑡

  [14]

where ρ value accounts for upward concavity of a survival curve (ρ<1), a linear survival 
curve (ρ =1), and downward concavity (ρ >1) (Puértolas et al., 2009). Equation 14 shows 
that the electric field intensity and treatment time affect the reduction in the number of 
bacteria.

Biofilm Growth

Study samples were Pseudomonas aeruginosa and Staphylococcus epidermidis bacteria 
grown on catheters. Pure isolates from the bacteria Pseudomonas aeruginosa and 
Staphylococcus epidermidis were each inserted into a tube containing 50 ml of sterile 
liquid Nutrient Broth (NB) and incubated in an incubator for 24 hours  at a temperature of 
37oC. A clean and sterile cut of the catheter was inserted into a tube that was covered with 
Pseudomonas aeruginosa and Staphylococcus epidermidis bacteria. The tube containing 
the bacteria was incubated again for 3 days at a temperature of 37oC and shaken at 100 rpm. 
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Treatment Process

The biofilm treatment was carried out using a pulsed electric field with an intensity of 
2.0-4.0 kV/cm and a pulse width of 50 μs for 5-25 minutes. Moreover, the space around 
the treatment area was sterilized, the ambient temperature was set to around 28oC, and the 
humidity was at around 70%. The treatment process for both control and treatment groups 
was repeated five times..

Bacterial Release from Biofilms

The taking of the catheter pieces that had been overgrown with biofilms was carried out 
using sterile tweezers, in both control and treatment groups, so as not to contaminate other 
bacteria. Before being treated and diluted, the sample was cleaned with purified water that 
had been sterilized to release planktonic cells. After being treated, the catheter piece was 
inserted into a test tube containing 10 ml of 0.9% NaCl, which was then added with 0.5-
gram glass beads and vibrated using a vertex for 2 minutes to release the bacterial cells 
(Krysinski et al., 1992). After the bacteria were released, then 1.0 ml was taken to do the 
dilution. 

Calculation of the Number of Colonies

Before doing the calculation, at first, a measure of the bacterial culture that had  been 
released from the catheter was carried out. Dilution was done by taking 1.0 ml of bacterial 
culture and placing it in a bottle containing 9.0 ml of sterile distilled water, so the volume 
became 10 ml. The bacterial culture from the dilution was taken again as much as 1.0 ml 
and put into a bottle containing 9.0 ml sterile distilled water, so the volume was 10 ml. The 
dilution was repeated according to the calculation requirements. After the dilution  process,  
a culture of 1.0 ml was taken and then sprinkled on a petri dish that had been given liquid 
plate count agar (PCA) media. Next, the Petri dishes that had been cultured were incubated 
in an incubator for 24 hours at 37oC. After the colony was formed, the colony count was 
calculated using a Colony Counter.

Variable Values in Modeling

The intensity of the electric field used to treat was 2.0 - 4.0 kV/cm, while the time of 
treatment was 5-25 minutes. The conductivity value (σ) of Pseudomonas aeruginosa 
bacterial cells was determined by referring to the conductivity of Escherichia coli (Gram-
negative) bacteria, which was at a concentration of 1 x 109 - 4 x109 cfu/ml; the conductivity 
was 2 x10-6 - 1.4 x 10-5 mho/m. Meanwhile, the conductivity value (σ) of Staphylococcus 
epidermidis refers to the conductivity of Bacillus subtilis (Gram-positive), which was at 
a concentration of 1x 108 - 8 x108 cfu/ml; the conductivity was 0.5 x 10-5 - 5 x10-5 mho/m 
(Fangxia et al., 2013).  Pockels coefficient r of the cell membrane was 2.6 pm/V (Hajj et 
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al., 2009), lipid refractive index ne was 1.384, water refractive index na was 1.342, and the 
number of pores was given the values as expressed by Martinac et al. (2008). Moreover, 
the ρ value was 0.75, while the δ valuewas obtained from Equation 13 by giving a  d value 
depending on the shape and size of the bacteria and E was the electric field strength used 
for inactivation (Puértolas et al., 2009).

RESULTS 

Electric Field Effect

Pseudomonas aeruginosa bacteria are Gram-negative, motile, and rod-shaped about 1-5 μm 
long and 0.5-1.0 μm wide (Diggle & Whiteley, 2020), while Gram-positive Staphylococcus 
epidermidis bacteria are cocci shaped and 0.5-1.5 μm in diameter. The reduction in the 
number of Pseudomonas aeruginosa bacteria in the log due to treatment with an electric 
field intensity of 2.0 - 4.0 kV/cm is shown in Figure 1, where the negative sign indicates 
a reduction. Figure 1 shows that the treatment using an electric field with an intensity 
of 2.0 - 3.25 kV/cm formed a line close to horizontal, which means that the reduction 
in the number of bacteria is relatively small, so it is not effective to be used in bacterial 
inactivation. Meanwhile, line deflection occured on treatment with intensity from 3.5 kV/
cm to 3.75 kV/cm, which means that the decrease in the number of bacteria increases or 
is at the threshold for irreversible electroporation. The line decreased when there was a 
treatementwith an intensity of 4.0 kV/cm, so it is assumed that irreversible electroporation 
has occurred. 

Figure 1 shows that the modeling result graph has the same pattern as the experimental 
result graph but has a R-squared of 0.923 for the 10-minute treatment time and 0.961 for 
the 25-minute treatment time. The modeling graph was obtained by entering the scale 
parameter values   that changed along with changes in the electric field intensity as shown 

Figure 1. The reduction in the number of Pseudomonas aeruginosa bacteria after being treated with an electric 
field
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in Figure 1. Changes in scale parameters are identical to those reported by Puértolas et al. 
(2009), suggesting that the higher the intensity of electric field used, the lower the values 
of scale parameters. Scale parameters are considered as a measure of the resistance of 
bacteria to treatment using an electric field (Alvarez et al., 2003), which also depends on 
the temperature and PH of the medium (Huang et al., 2012). The constants b, c, and d from 
Equation 13, which were 150, 0.63 and 3.6, respectively,  while the value of E changed 
according to changes in the intensity of the electric field used.

Staphylococcus epidermidis bacteria treated using an electric field with an intensity 
of 2.0 - 4.0 kV/cm experience a reduction in the number of bacteria, graphically the 
reduction is shown in Figure 2. The graph shows that biofilms treated using an electric 
field intensity of 2.0 - 3.25 kV/cm had a horizontal line because it was still below the 
irreversible electroporation threshold. The graph goes down when treated using an electric 
field with an intensity of 3.5 - 3.75 kV/cm, which means that the reduction in the number 
of bacteria increases because the bacterial cell membrane is at the threshold for irreversible 
electroporation. The reduction in the number of bacteria becomes large with a treatment 
using an electric field with an intensity of 4.0 kV/cm because the bacterial cell membrane 
had undergone irreversible electroporation.

Figure 2 shows a similar pattern with the graph of the modeling result and the 
experimental result, which means that a mathematical model can be used to predict the 
reduction in the number of bacteria on the biofilms from Staphylococcus epidermidis. The 
modeling result graph had a R-squared of 0.975 when given the 10-minute treatment and 
0.980 when the treatment time was 25 minutes. The modeling graph was obtained by giving 
the scale parameter values   as shown in Figure 2. The constants b, c, and d from Equation 
13, which were 150, 0.63, and 2.9, respectively, while the E value   changed according to 
changes in the intensity of the electric field used.

Figure 2. The reduction in the number of Staphylococcus epidermidis bacteria after being treated with an 
electric field
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Treatment Time Effect

When the electric field used is different, the impact on bacteria is also different, which also 
impacts on  the difference in the the reduction in the number of bacteria that occurs. Figure 3 
is the effect of treatment time on reducing the number of Pseudomonas aeruginosa bacteria, 
and Figure 4 is the effect of treatment time on reducing the number of Staphylococcus 
epidermidis bacteria. The two graphs show that the treatment using an electric field with 

Figure 3. Reduction in the number of Pseudomonas aeruginosa due to changes in the treatment time

Figure 4. Reduction in the number of Staphylococcus epidermidis due to changes in the treatment time
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an intensity of 3.0 kV/cm had a small effect on reducing the number of bacteria because it 
was still below the irreversible electroporation threshold. Meanwhile, the treatment using 
an electric field with an intensity of 4.0 kV/cm had a significant effect on reducing the 
number of bacteria because irreversible electroporation had occurred.

Figures 3 and 4 show the similarity of the pattern between the graph of the modeling 
result and the experimental result, which means that the mathematical model can be used to 
predict the decrease in the number of bacteria on biofilms from Pseudomonas aeruginosa 
and Staphylococcus epidermidis due to changes in treatment time. For Pseudomonas 
aeruginosa, the modeling R-squared were  0.991  and 0.999 for the electric field intensity 
of 3.0 kV/cm and 4.0 kV/cm, respectively, while for Staphylococcus epidermidis bacteria 
the modelling R-squared were 0.894 and 0.946 accordingly.

DISCUSSION 

The outermost part of a bacterial cell is the plasma membrane, which is a barrier between the 
inside and outside of the cell, so it has a very important role (Silhavy et al., 2010). The cell 
membrane has a positive outer and inner negative charge, thus forming a potential difference 
between them (Gottenbos, 2001), which is called the transmembrane potential. In fact, the 
transmembrane potential becomes an obstacle for the circulation of substances from outside 
to inside or vice versa. However, in the cell membrane, there are ion channels that control 
the flow of solutes into the cells and organelles, playing an important role in maintaining 
homeostasis (Hohle et al., 2011). The interaction of the external electric field with the cell 
causes a shift in charge, especially the cell membrane, so the cell experiences electronic 
polarization. Electronic polarization itself causes a change in the refractive index of a cell, 
resulting in  permeability changes. Due to the electrooptic nature of the cell membrane 
which tends to be anisotropic, the changes satisfy the Equation 3 and 4. Moreover, increased 
permeability, causing the flow of water and ions that pass through the cell membrane, 
also increases because the pore diameter enlarges (Kotnik et al., 2019), as formulated in 
Equation 7. Increased ion flow causes an increase in cell membrane conductivity (Pliquett 
et al., 2007), as in Equation 10. Furtermore, the part of the cell membrane with increased 
conductivity will cause damage (Silve et al., 2016), so the bacteria are inactive. Treatment 
using an electric field with an intensity of 2.0 - 3.25 kV/cm makes the conductivity of the 
cell membrane increases insignificantly, so the reduction in the number of bacteria is still 
low. In addition to the increase in conductivity, the interaction between the electric field 
and bacteria causes the transmembrane voltage to increase, where the increase satisfies the 
equation ∆ψ = 1.5 ERa cosθ (Pavlin et al., 2005) where Ra is the cell radius and E is the 
electric field. When treated using an electric field with an intensity of 3.5 - 3.75 kV/cm, 
the channel porosity radius and transmembrane voltage are at the threshold of irreversible 
electroporation, so the reduction in the number of bacteria increases, and its visibility is 
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shown in Figures 5 and 6. Part A is the condition of the biofilms before being treated, 
while part B is the condition after being treated, so part A shows the adhering bacteria 
covered with carbohydrates, while part B has a few bacteria. Treating the bacteria using an 
electric field with an intensity of 4.0 kV/cm makes the conductivity of the cell membrane 
increase sharply, so the amount of reduction in bacteria is very large. Also, treated the 
bacteria using an electric field with an intensity of 4.0 kV/cm makes the conductivity of the 
cell membrane increase sharply, resulting in a potential breakdown in the cell membrane 
(Akinlaja & Sachs, 1998). Therefore, treatment using high-intensity electric fields requires 
a very short amount of time.

This modeling is effective for predicting the reduction in the number of bacteria due 
to treatment using low electric field intensity. The modeling error when compared with 
experimental data was at an average of 8.54% for Pseudomonas aeruginosa and 7.82% for 
Staphylococcus epidermidis. The error will increase when electric field intensities above 
4.5 kV/cm is applied. The modeling conducted by Singh et al. (2017) has a lower error, 

Figure 6. Biofilms from Staphylococcus epidermidis bacteria: (a) before treatment; and (b) after treatment 
with an electric field intensity of 3.5 kV/cm for 25 minutes. Magnification of 10,000 x

Figure 5. Biofilms from Pseudomonas aeruginosa bacteria: (a) before treatment; and (b) after treatment with 
an electric field intensity of 3.5 kV/cm for 25 minutes. Magnification of 10,000 x

(a) (b)

(a) (b)
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which is less than 5% with an electric field intensity of 9-21 kV/cm, but its application has 
not been reported at lower electric field intensities. Similar modeling was also carried out 
by Peleg (2017) by giving a treatment using an electric field of 8.0 - 20.0 kV/cm.

CONCLUSION

This study discusses the deactivation model of bacteria that have formed biofilms using 
the electrooptical principle combined with the Weibell distribution equation to predict a 
bacterial reduction. The model is used to predict the reduction in the number of bacteria due 
to treatment using an electric field at a low intensity. The study has found a threshold for 
irreversible electroporation on biofilms from  Pseudomonas aeruginosa and Staphylococcus 
epidermidis bacteria at an electric field intensity of 3.5kV/cm and 3.75 kV/cm, respectively. 
In addition, the time of the treatment has an effect if the treatment uses an electric field with 
an intensity above the threshold, otherwise it does not affect. Also, the interaction of the 
electric field with bacteria causes electronic polarization, thereby lowering the refractive 
index and increasing the permeability of the cell membrane. The high permeability of the 
cell membrane causes the flow of water and ions through the cell membrane to increase, 
so the conductivity of the cell membrane increases. The high conductivity causes damage 
to the cell membrane, so the bacteria die.
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ABSTRACT 

This paper focuses on the bifurcation analysis of an exothermic biocatalytic reaction 
system (EBRS). The objectives of the study were to provide a detailed dynamical systems 
analysis of an exothermic biocatalytic reaction and examine the long-term behaviours 
of the system using the techniques from phase portraits and bifurcation analysis. We 
investigated the combined influences of the proportional control constant and dilution rate 
on the dynamics of the model. Phase portraits relating to distinct outcomes of EBRS were 
computed to investigate the existence of different attractors in this system and its stability. 
Under a fixed dilution rate and different values of proportional control constant, there were 
four distinct outcomes in our model, which were stable steady states, bistability of two 
stable steady states, bistability between stable steady states and limit cycle and stable limit 
cycles. A bifurcation analysis (of codimensions one and two) was performed to examine 
how the overall dynamics change as chemically relevant parameters were varied. We 
observed that when the values of proportional control constant were high, the system would 

achieve stable steady states regardless of 
how fast the dilution rate was. With lower 
magnitudes of proportional constant control, 
bistability occurred and the outcomes of this 
system depended on the initial conditions. 
Compared to higher dilution rates scenario, 
reactions that occurred at lower dilution 
rates provided higher reaction yields for this 
EBRS operation; it was also observed that 
both scenarios produced stable steady-state 
outcomes with different concentrations. In 
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conclusion, the dynamical system analysis of the model improves our understanding of the 
EBRS under consideration and these insights may be beneficial for optimising operating 
conditions of this chemical system.

Keywords: Bifurcation, biocatalytic reaction, dynamical systems, nonlinear, phase-plane analysis

INTRODUCTION

An exothermic reaction occurs when the temperature of a system rises due to the evolution 
of heat  (Petrucci et al., 2002). This is due to the reactant having more energy than the 
product, which causes the potential excess of energy to change into the kinetic energy of 
the product formed. During a chemical reaction, a catalyst is introduced to increase the 
speed of the reaction. A catalyst is an entity that accelerates a chemical reaction without 
being consumed (Guengerich, 2017). Often catalyst will lower the activation energy of a 
reaction, and this mechanism can increase the rate of the reaction. Normally, a catalyst does 
not react with reactants directly but if it does, in the case of enzymatic reaction systems, 
the intermediate complexes would either remain as bound complexes or they can reversibly 
dissociate and continue to catalyse the remaining substrate.

Most biocatalysts are protein known as enzymes. Enzymes are a type of biocatalysts 
and they can be obtained from living cells. Since the first biocatalyst was introduced nearly 
a century ago, different enzyme-based processes have been commercialised to manufacture 
several valuable products in many industries (Guan et al., 2011; Hu et al., 2010; Jestin & 
Kaminski, 2004; Sekhon et al., 2018; Uhr et al., 2014; Zhao et al., 2018). In contrast to a 
chemical catalyst, which produces side products, a biocatalyst usually produces a cleaner 
reaction. As the world is beginning to use green energy, biocatalytic processes will play 
an important role in the next generation of industrial revolutions for chemical production. 
The introduction of biocatalysts in chemical reactions can reduce several processing steps 
which will lead to higher efficiency and time (Tufvesson et al., 2010). 

Figure 1. A diagram of a continuous stirred-tank 
reactor

In a chemical reaction involving 
biocatalyst, the enzymes need to be blended 
with the reactant for a reaction to occurs. 
Blending operations are frequently used 
in many industries to ensure that the final 
products meet customer requirements. A 
continuous stirred-tank reactor (CSTR) in 
shown in Figure 1. The CSTR are commonly 
used in industrial processing, primarily in 
homogeneous liquid-phase flow reactions 
where constant agitation is required. A CSTR 
is a continuous reactor that is equipped with 
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an impeller or mixing device for efficient mixing. In a process involving a biocatalyst, 
a reactant enters the CSTR where the biocatalyst is prepared prior to the reaction and 
the product formed during the reaction flows through the outlet. There are a few factors 
influencing the reactor productivity such as substrate and enzyme concentration (Bommarius 
& Riebel, 2004), temperature (Devasena, 2010) and the dilution rate or time constant (De 
Gooijer et al., 1996). Increasing substrate and enzyme concentration will increase the 
enzyme reaction up to the  limit of saturation. However, in practice it is very unlikely 
to increase to enzyme concentration due to certain constrain such as cost or excess of 
deactivated protein in the reactor where maximum limit of enzyme concentration is reached. 
Meanwhile, the effects of temperature on the reactor productivity depends on two factors 
which is the influence of temperature on the reaction rate and the thermal denaturation of 
enzyme at elevated temperature (Bommarius & Riebel, 2004). The vital aspect to achieve 
higher reactor productivity is to control temperature to the optimum temperature which 
was one of the focus of this study.

The most complete analysis of a CSTR behaviour was shown in the research by Aris 
and Amundson (1958a, 1958b). In their work, a simple CSTR model with associated control 
equipment was formulated to study the transient behaviour of a reaction. Even though many 
biocatalytic reactions are performed in CSTR, not many models and dynamical systems 
analyses of this reaction have been carried out in the literature. While there are several 
modelling studies on biocatalytic reactions, most of these studies focus on the other area 
than dynamical study including developing model and simulating transient behaviours 
of the systems (e.g. Petkevicius & Baronas, 2017), reactor selection for biocatalytic (e.g. 
Lindeque & Woodley, 2019), kinetic studies on immobilised enzymes (e.g. Mazzei et al., 
2009) and industrial applications (e.g. Choi et al., 2015). One of the studies that explores 
the dynamics of biocatalytic reactions was conducted by Radzi and Uzir (2009), where 
they discussed the formulation of the model and the parameters that were involved. The 
dynamical analysis also covered the following three parameters: proportional control 
constant, dilution rate and enzyme concentration. 

Inspired by the study of Radzi and Uzir  (2009), we are interested to further explore the 
dynamical behaviours of exothermic biocatalytic reaction in CSTR by employing a similar 
model. One of the objectives of this study was to provide a detailed dynamical systems 
investigation of an exothermic biocatalytic reaction system (EBRS) using the techniques 
of phase portraits and bifurcation analysis. Furthermore, we would like to gain a better 
understanding of the influential roles of dilution rate and proportional control constant 
in determining the outcomes of this biocatalytic system. This study hopes to provide the 
researchers and engineers with a better understanding and control of the EBRS and to 
contribute to the existing body of knowledge in this area.

The article is organised as follows. The model of exothermic biocatalytic reaction is 
described under the Method section and then it is followed by the phase portrait analysis. We 
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illustrate the dynamical outcomes of the system at different values of proportional control 
constant, KC. By using numerical continuation, we discuss some mathematical insight on 
the effect of proportional control constant and dilution rate on the dynamical outcomes of 
the system. Finally, we discuss the several CSTR operations implications of our results.

METHODS

In order to study the biocatalytic reaction, we would examine a dimensionless model of 
an exothermic biocatalytic reaction, in CSTR which was initially introduced by Radzi and 
Uzir (2009) (Equation 1).
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In this model, the rate of change of substrate concentration is given by d
d
θ
τ

 and the rate 
of change of the reactor temperature is given by d

d
θ
τ

. The variable y is a dimensionless unit 
as it is the concentration of the outflow divided by the concentration of the inflow. If the 
value of y is close to one, it shows that the CSTR has a higher substrate concentration, and 
if the value is close to zero it shows that the CSTR has a lower substrate concentration. 
The term KC is the proportional control constant on the cooling water flow rate. A high 
value of KC means that the cooling water flow rate is set to a high value. Therefore, the 
higher cooling water flow rate will reduce the reactor temperature faster. The term D is 
the dilution rate, which is the rate that the existing medium in the reactor is replaced by 
a fresh medium. A high value of D means the rate of inflow and outflow from the CSTR 
is higher. The full interpretations of each variable and parameter values that used in this 
study were motivated by Radzi and Uzir (2009) and are shown in Table 1. 

To achieve the objectives of the study, the first step was to determine the equilibria 
and their stability by using MAPLE® software. By using Pplane8, the solutions of the 
system were plotted for different set of parameters and the stability of the equilibria was 
also established. To gain better insight on the mechanisms that induced distinct solutions 
in this system for a different sets of parameters, we employed XPPAUT to conduct a 
codimension-one bifurcation analysis and this analysis tracks the stable and unstable 
equilibria together with their bifurcation points as parameters were varied. The bifurcation 
diagrams are important to understand the overall dynamics of this chemical system. Lastly, 
we also used MATCONT to plot a codimension-two bifurcation diagram to investigate the 
joint effects of KC and D in determining the dynamics of the system.
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RESULTS

In this section, we begin with the phase portrait analysis followed by the codimension-one 
and -two bifurcation analyses. The phase portrait analysis was performed using Pplane8 to 
visualise the equilibria of the system and identify the nature of stability of these solutions 
(i.e. whether they are stable or unstable). This could be performed for a given set of 
parameter values to reveal the dynamics of the system. With this analysis, we would be able 
to locate the nullclines, attractors, repellers and limit cycles for a given set of parameters 
as in Table 1 and this information should be in agreement with our theoretical analysis, 
e.g. local stability analysis.

To understand the changes in the dynamics of the system as chemically relevant 
parameters vary, we conducted a codimension-one bifurcation analysis of the system. 
This was performed using XPP software and Auto package. Two parameters, which are 
proportional control constant (KC) and the dilution rate (D), had been chosen for this analysis 
as we would like to examine their combined influences on the dynamical behaviours of the 
system. The proportional control constant KC, serves as a heat removal mechanism for the 
reaction. Since the biocatalytic reaction is an exothermic reaction, heat from the reaction 
will be released into the surroundings and this process will increase the temperature of the 
reactor. As the temperature increases, the enzyme activity will be affected because it needs 
to be operated at their optimal temperature (Devasena, 2010). By examining the influences 
of KC  on the dynamical behaviour of the system, we can control the temperature of the 
reactor to achieve the optimal operating conditions. On the other hand, the dilution rate, 
D is the rate at which the existing substrate in the reactor is replaced by a fresh substrate. 

Table 1 
The variables and parameters of the model

Variable/
Parameter Description Value

y Dimensionless substrate concentration Variable
θ Dimensionless reactor temperature on the stability of reaction Variable
τ Dimensionless time Variable
kA Reaction velocity constant e25

α Dimensionless total enzyme concentration 60
D Dilution rate: the rate that the existing medium in the reactor is replaced by 

a fresh medium
10 ≤ D ≤ 90

Dimensionless parameter for heat transfer 50
θ0 Dimensionless initial reactor temperature on the stability of the reaction 1.75
θC Dimensionless mean temperature of water in the cooling coil 1.75
θS Desired steady-state temperature 2
U Dimensionless analogue of UoA, the overall heat transfer rate 1
KC Proportional control on the cooling water flow rate constant 1 ≤ KC ≤ 12
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Since an enzyme is being used as a catalyst to speed up the reaction, the reaction will only 
occur when the substrate binds into the active sites of the enzymes. The duration that the 
substrate spends in the reactor can shape the efficiency of the reactor. 

Bifurcation analysis will also identify the threshold values for D and KC where the 
change in dynamics occur. We were also able to locate the tipping points where the distinct 
bifurcations emerged in the system. Further investigation was also carried out using a 
codimension-two bifurcation analysis to search for different stable regions of the model in 
a two-parameter space. For this analysis, we relied on MATCONT software to plot these 
stability regions and examine the interactions of different bifurcations in this CSTR system.

Phase Portrait Analysis

Since temperature is one of important factors that can influence enzyme activity, we will 
investigate the effects of changing temperature on the biocatalytic reaction system. This 
investigation corresponded to varying values of KC  to observe the dynamical outcomes 
of the system under a fixed dilution rate (e.g. D = 50). Our observations are as follows: (i) 
stable equilibrium; (ii) bistability of two stable steady states; (iii) bistability between the 
stable equilibrium and limit cycle; and (iv) stable limit cycles. These distinct dynamics 
are illustrated in Figure 1, which enable us to understand the long-term behaviours of the 
solution. It is also used to verify the dynamics in the codimension-one and two bifurcation 
diagrams which is described in a later section. 

Figure 1a demonstrates the phase portrait when KC is rather low (i.e., KC = 1). The 
values of other parameters are listed in Table 1. Figure 1 shows the bistability of the system 
where there occurred two stable equilibria (E1 and E3) and an unstable saddle point E2. 
At E2, the stable manifold of the saddle-type solution (solid black curve) acted as a basin 
boundary and separated the basin of attractions for the two stable steady states, E1 and 
E3. Depending on their initial conditions, the trajectories  either converged to E1 (lower 
substrate concentration) or E3 (higher substrate concentration). For example, an initial 
condition below the stable manifold would converge to steady state E3. Otherwise, it would 
converge to a steady state E1. 

At KC = 2, the model exhibitedanother type of dynamical behaviour, which was the 
coexistence of a stable equilibrium with a stable limit cycle (Figure 2b). The previous stable 
equilibrium in E1 (stable spiral) appeared to change a stability and consequently a stable 
limit cycle emerged with an increase in KC; any trajectories that started above the stable 
manifold of E2 (solid black curve) would be attracted to this limit cycle. The occurrence 
of the limit cycle in this system indicates that an increase in heat removal would cause the 
stable equilibrium of E1 (with high substrate concentration) to lose its stability and this 
also leads the appearance of a stable limit cycle.
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At KC = 3, the previous stable limit cycles could vanish and we observed the emergence 
of an unstable spiral at E1 and hence due to this reason, the bistability phenomenon that 
we was previously also disappears. This situation results in the occurrence of single stable 
attractor E3 (Figure 2c). In this case, all trajectories would converge to stable equilibrium E3. 

There was another change in the dynamical behaviour of the model that we realised 
when the value of KC increase e.g., KC = 4.23 as in Figure 2d. The unstable spiral previously 

(a) (b)

(c) (d)

(e) (f)

Figure 2. Phase portrait of the system at D = 50 and (a) KC = 1, (b) KC = 2, (c) KC = 3, (d) KC = 4.5, (e) KC = 
8 and (d) KC = 10
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at E1 becoming stable limit cycle and hence the bistability phenomenon occurred where 
stable equilibrium at E3 and stable limit cycle at E1 coexisted. All trajectories above the 
stable manifold would be attracted to the limit cycle while trajectories below stable manifold 
would be attracted to stable equilibrium. 

At higher values of KC e.g., KC = 8 (Figure 2e), we observed that the limit cycle 
decreased in size, which indicated that the amplitude of oscillation is getting smaller. 
Figure 3 shows the amplitude of oscillation in y when KC = 8 had decreased compared to 
the amplitude at  KC = 4.5. This observation indicates that when KC increases, this situation 
will reduce the amplitude of oscillatory solution and demonstrate that the conversion of 
reactant is more efficient. The biocalatytic reaction activity is increased due to the fact that 
more heat being released from the reactor. The reactor temperature becomes optimal for 
a  biocatalytic process to occurs. 

At higher values of KC for instance, KC = 10, the limit cycle disappeared, and the 
dynamics were replaced by a stable equilibrium (stable spiral) at E1 is still a single attractor 
in the system, and for the system to reach this steady state the initial conditions must start 
above the stable manifold (Figure 2f). The system oscillated until it reached the steady state.

Codimension-One Bifurcation Analysis

To investigate the mechanism behind the emergence and disappearance of certain dynamic 
in this model, we employed codimension-one bifurcation analysis to track steady states 
of the model as parameter change. We were conducting the codimension-one bifurcation 

Figure 3. Time series plot at different values of KC
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analysis using two parameters which was the proportional control constant. KC and the 
dilution rate, D.

Effects of Varying the Proportional Control Constant. In this section, we analyse the 
dynamical behaviour of the system as the parameter KC changes. The term KC  refers 
to a heat removal control that regulates the cooling process of water in this system. An 
increase in the value of KC  cause a proportional increase in heat removal and hence lower 
the reactor temperature. 

Figure 4 shows a bifurcation diagram at dilution rate D = 50 when KC was varied from 
0 to 12. Red (Black, respectively) curves corresponded to stable (unstable, respectively) 
steady states. The green curves demonstrated the occurrence of stable limit cycle in this 
EBRS model. There also occurred several threshold points i.e., H1, HB1, HB2, SN, and  
H2 which corresponded to first Hopf bifurcation, first homoclinic bifurcation, second 
homoclinic bifurcation, saddle-node bifurcation and second Hopf bifurcation respectively 
as KC increased to a higher value.

It was observed that at a very low KC e.g., KC = 0, the system had three steady state 
where the upper branch, E3 and the lower branch E1, of steady states were stable. They 
were separated by an unstable steady state in the middle branch, E2. As KC increased, there 
was a dynamical changes occuring on the lower branch of stable steady state E1 at critical 
point H1 (KC = 1.813) corresponding to Hopf bifurcation. In this situation, the substrate 

Figure 4. Bifurcation diagram for KC at D = 50. Red curves correspond to stable steady states. The black curves 
correspond to the unstable steady state. The green curves demonstrate the occurrence of stable limit cycle. 
E1 is the lower branch of steady state, E2 is the middle branch of steady state and E3 is the upper branch of 
steady state. H1, HB1, HB2, SN, and H2 correspond to first Hopf bifurcation, first homoclinic bifurcation, second 
homoclinic bifurcation, saddle-node bifurcation and second Hopf bifurcation respectively.
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concentration started to oscillate between certain minimum and maximum values. This 
observation corresponded to creation of a stable limit cycle. There was also a change in 
dynamical behaviour as previous bistability between two stable steady state in the region 
KC ˂ H1 was replaced by a bistability between stable steady states and stable limit cycle 
in the region H1 ˂ KC ˂ HB1. As KC  increased, the amplitude of oscillations in the stable 
limit cycle were getting bigger in size and consequently collided with the unstable saddle 
point in the middle branch E2 at critical point HB(KC = 2.396). This collision corresponded 
to a homoclinic bifurcation and resulting the disappearance of the previous stable limit 
cycle as KC was increased. As KC increased, there was another homoclinic bifurcation 
occurring at the critical point HB(KC = 4.203). There was a new dynamical behaviour 
observed in the region HB1 ˂ KC ˂ HB2 as the previous bistability between stable limit 
cycle and stable steady state was replaced by single steady states. All trajectories would 
converge to a stable steady state in upper branch E3. As KC increased pass the HB2, we 
observed another  appearance of stable limit cycle. This limit cycle resulted from the 
second Hopf bifurcation occurring  at critical point H2(KC = 9.694) in the lower branch, 
E1. Meanwhile, in the upper branch E3 there was another critical point at SN(KC = 4.251) 
corresponding to a saddle-node bifurcation. This saddle-node bifurcation resulted from 
the collision between stable steady state in upper branch, E3 and unstable steady state in 
middle branch, E2. We also observed the dynamical behaviour changes in the region HB2 
˂ KC ˂ SN as the bistability occurred between stable steady state and stable limit cycle. 
Another changes in dynamical behaviour was observed as the previous bistability was 
changed to single steady state in region KC  ˃ H2. 

Effect of Varying the Dilution Rate. In this analysis, we investigated the influence of the 
dilution rate D on the outcomes of the system. Since the choice of the parameter KC value 
was quite arbitrary, we set the outcome of the model for four distinct values of KC so as 
to capture the overall dynamic of the model. 

When the dilution rate, D increased, we observed the occurrence of different threshold 
values that would determine the dynamical behaviour of EBRS model. As we can see in 
Figure 5, there was a critical point occurring at H (D = 40.59) which is corresponded to Hopf 
bifurcation. We observed as D ˂  H, the system would be in stable steady state. On the other 
hand, as D ˃  H, the stable steady state turned into unstable steady state, with corresponded 
to the creation of stable limit cycle. In this situation, the substrate concentration started to 
oscillate between certain minimum and maximum values. The stable limit cycle terminated 
at critical point HB (D = 49.3) corresponding to homoclinic bifurcation. The homoclinic 
bifurcation occurred as a result from the collision of stable limit cycle with the saddle 
point. There was also another critical point occurring at SN (D = 48.52) corresponding 



Bifurcation Analysis of an Exothermic Biocatalytic Reaction System

175Pertanika J. Sci. & Technol. 29 (1): 165 - 180 (2021)

to the saddle node bifurcation as the stable steady state in the upper region collided with 
unstable steady state in the middle region. There existed a region of bistability between 
stable steady state and stable limit cycle in the region SN ˂ D ˂ HB. 

Codimension-Two Bifurcation Analysis

Throughout this section, a codimension-two bifurcation analysis was conducted to continue 
the detected bifurcations through two parameter spaces and examined the boundary of the 
stable region. We would investigate the joint effects of proportional control constant, KC  
and dilution rate, D on the dynamics of the system. To illustrate the effect of increasing the 
proportional control constant KC on the dynamics of the system as dilution rate D varies, 
several bifurcation diagrams with different KC values were plotted in Figure 6.

Figure 6a shows the bifurcation diagram with respect to parameter D and it was plotted 
at KC = 2. The were three critical points observe in the bifurcation diagram corresponding 
to Hopf bifurcation, H at D = 48.66, homoclinic bifurcation, HB at D = 51.61 and saddle 
node bifurcation, SN at D = 38.29. There were two regions of bistability observed. The 
first bistability occurred in the region SN ˂  D ˂  H between stable steady state in the higher 
concentration of y and the stable steady state in the lower concentration of y (red curve). 
Second bistability occurred in the region H ˂ D ˂ HB between the stable steady state in 
the higher substrate concentration of y and the stable limit cycle emerging from the Hopf 
bifurcation in lower substrate concentration of y. Figure 6b shows the bifurcation diagram 
with respect to parameter D as we increased the value of KC = 5. We observed a dynamical 

Figure 5. Bifurcation diagram for D at KC = 4. Red curves correspond to stable steady states. The black curves 
correspond to the unstable steady state. The green curves demonstrate the occurrence of stable limit cycle. H, 
HB and SN correspond to Hopf bifurcation, homoclinic bifurcation, and saddle-node bifurcation respectively.
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behaviour had changed compared to previous observation. There were three bifurcation 
observed in the bifurcation diagram corresponding to Hopf bifurcation, H  occurring at D = 
38.99, the homoclinic bifurcation, HB occurring at D = 54.51 and saddle node bifurcation, 
SN occurring at D = 54.58. We also observed the ‘S’ shape of the curve seemed to ‘unfold’ 
and this situation led to the previous bistabililty between two stable steady state in Figure 6a 
disappeared. Moreover, the bistability region between the stable steady state in the higher 
substrate concentration of y and the stable limit dcycle emerged from the Hopf bifurcation 
in lower substrate concentration of y shrinking to a very small region in the region HB 
˂ D ˂ SN. Figure 6c shows the bifurcation diagram with respect to parameter D as we 
increased the value of KC = 6. We observed the disappearance of homoclinic bifurcation 
in the previous observation. Two bifurcations were observed in the bifurcation diagram 
corresponding to Hopf bifurcation, H at D = 38.38 and saddle node, SN bifurcation at D = 
60.55. The ‘S’ shape of the cure became flaten with no more bistability phenomen occurring 
in the system. Figure 6d shows the bifurcation diagram with respect to parameter D as we 

Figure 6. The effect of different KC 
on the dynamics of the system as D increases. Red curves correspond to 

stable steady states. The black curves correspond to the unstable steady state. The green curves demonstrate the 
occurrence of stable limit cycle. H, H1, H2, HB, and SN correspond to Hopf bifurcation, first Hopf bifurcation, 
second Hopf bifurcation, homoclinic bifurcation, and saddle-node bifurcation respectively.

(a) (b)

(c) (d)
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increased the value of KC = 8. Two Hopf bifurcation emerged from the system with the first 
Hopf bifurcation, H1 occurring at D = 39.98 and second Hopf bifurcation, H2 occurring 
at D = 63.36.This two Hopf bifurcation were connected by a stable limit cycle bifurcation 
from each critical point H1 and H2. There was no bistability phenomenon occurring and 
the substrate concentration increased as the dilution rate increased.

There are three salient features we discovered from increasing the proportional control 
constant KC on the dynamics of the system as dilution rate D varied. The first one was the 
disappearance of the bistability phenomenon; the bistability observed disappearing at higher  
KC  (Figure 6c to d). The second observation was the disappearance of the saddle node 
and homoclinic bifurcations; the ‘S’ shape of the equilibrium curve in lower KC seemed 
to ‘unfold’ with increasing of KC (Figure 6c). The third observation was the occurrence of 
two Hopf bifurcations. At high values of KC, limit cycles which occurred was connected 
by two Hopf bifurcation points (Figure 6d). These three features are best described using 
a two-parameter bifurcation diagram. 

Figure 7 shows a codimension-two bifurcation diagram as parameters D and KC vary. 
The formation of Bogdanov–Takens point (BT) at KC = 6.25035 and D = 62.048275 marked 
the meeting of the saddle node bifurcation and the Hopf bifurcations. The parameter space 
was divided into five regions by the Hopf, saddle node and homoclinic bifurcation curves. 
These regions (labelled I, II, III, IV and V) corresponded to distinct stable steady states of 
the system. Region I corresponded to the single stable steady state, region II corresponded 

Figure 7. Codimension-two parameter bifurcation diagram. Green curve refers to Hopf bifurcation, red curve 
refers saddle node bifurcation and blue curve refers to homoclinic bifurcation. BT is the Bogdanov-Takens 
bifurcation point.
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to the stable limit cycle, regions III and IV corresponded to the bistability between the 
steady states and limit cycle and region V corresponded to the bistability between two 
stable steady states. 

DISCUSSION AND CONCLUSION

There is one limitation in our result. In order to analysis the stability of the solution in the 
EBRS model, it is very difficult to solve the model analytically since the model involves 
large set of parameters and highly nonlinear. We need to rely on the computer software 
such as MAPLE® and XPPAUT to compute the solutions of the model and determine their 
stability. Hence, all the results we present are computed numerically. 

In a biocatalytic reaction, it is crucial to understand the dynamics of the reaction in 
CSTR by identifying the critical transitions between the possible dynamical regimes. 
Different parameters such as temperature and dilution rate are vital components in achieving 
high efficiency (productivity) of the reactor. Our results have shown that when the value 
KC is high (e.g. KC ˃  10) the system will achieve a stable steady state (Figure 7) regardless 
of how fast the dilution rate is. For higher values of KC, more heat is removed from the 
system, lowering the reactor temperature level and providing optimal conditions for the 
biocatalytic reaction to operate. When the value of KC is low (e.g., KC = 2) , minimal heat 
is removed from the system and the accumulated heat affects the biocatalytic reaction. At 
certain dilution rates D, the system exhibits different dynamics: (i) a stable steady state (e.g., 
D = 20), (ii) bistability between two stable steady states (e.g., D = 40) and (iii) bistability 
between the stable steady state and stable limit cycle (e.g., D = 50). 

Controlling the dilution rate is also important in the CSTR operations. A reaction 
at higher and lower dilution rates provides better stability for the CSTR operations. For 
a higher dilution rate, the substrate concentration is high (Figure 6). This is due to the 
shorter duration that the substrate spends in the reactor. The enzymes are not fully utilised 
since the inflow and outflow of the reactant and product are at a higher rate. Lowering the 
dilution rate will result in a lower substrate concentration because the enzyme has more 
time to catalyse the reaction. 

The finding of this study is also consistent with the result in Radzi and Uzir (2009). 
The dynamical behaviours are qualitatively the same. However, this study extends the 
previous knowledge in Radzi and Uzir (2009)  by discovering the homoclinic bifurcation 
as a result of collision between stable limit cycle and saddle point in unstable steady state. 
Moreover, we have detected the region of bistability in which Radzi and Uzir (2009) missed. 
We also extending the bifurcation result into codimension-two bifurcations diagram and 
reveal more dynamical behaviours lies within the exothermic biocatalytic reaction model. 
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To conclude the discussion, the outcomes of the system depend on the joint influence  
of proportional control constant, KC and the dilution rate, D. This study has provided 
a detailed analysis of the dynamical behaviours of an exothermic biocatalytic reaction 
as some chemically relevant parameters change. Using bifurcation analysis, the role of 
proportional control constant KC and the dilution rate D in determining the outcomes of 
this chemical system is understood. For future research, other parameters could be taken 
into consideration such as enzyme concentration. Additionally, a specific inhibition model, 
such as competitive inhibition or uncompetitive inhibition, can be formulated and the results 
can be compared with this model. 
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ABSTRACT

Logistic regression is often used for the classification of a binary categorical dependent 
variable using various types of covariates (continuous or categorical). Imbalanced data will 
lead to biased parameter estimates and classification performance of the logistic regression 
model.  Imbalanced data occurs when the number of cases in one category of the binary 
dependent variable is very much smaller than the other category.  This simulation study 
investigates the effect of imbalanced data measured by imbalanced ratio on the parameter 
estimate of the binary logistic regression with a categorical covariate. Datasets were 
simulated with controlled different percentages of imbalance ratio (IR), from 1% to 50%, 
and for various sample sizes. The simulated datasets were then modeled using binary logistic 
regression. The bias in the estimates was measured using MSE (Mean Square Error). The 
simulation results provided evidence that the effect of imbalance ratio on the parameter 
estimate of the covariate decreased as sample size increased. The bias of the estimates 
depended on sample size whereby for sample size 100, 500, 1000 – 2000 and 2500 – 3500, 

the estimates were biased for IR below 30%, 
10%, 5% and 2% respectively. Results also 
showed that parameter estimates were all 
biased at IR 1% for all sample size.  An 
application using a real dataset supported 
the simulation results. 

Keywords: Categorical covariate, imbalanced data, 
logistic regression, parameter estimates, predictive 

analytics, simulation 
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INTRODUCTION

Imbalanced data are a condition where the dependent variable contains one class which 
has more observations than the other. Imbalanced data will have prominent effect on the 
classification performance of classifiers such as logistic regression, decision trees, support 
vector machine (SVM) and artificial neural network (ANN). Imbalanced data also affects 
the classification “power” of various classifiers. The effect of imbalanced data has been 
reported by researchers through the application of real data sets (Blagus & Lusa, 2010; 
Longadge et al., 2013; Ramyachitra & Manikandan, 2014). 

Logistic regression (LR) is frequently used in predictive modeling as a benchmark 
model when other classifiers’ performances were evaluated. It is a conventional statistical 
model used widely in business, engineering, and social science research  (Hamid, 2016 ; 
Hamid et al., 2018; Ahmad et al., 2011; Shariff et al., 2016; Yap et al., 2014), and medical 
and healthcare studies (Longadge et al., 2013; Mena & Gonzalez, 2006; Oztekin et al., 
2009; Pourahmad et al., 2011; Rothstein, 2015; Roumani et al., 2013; Srinivasan & 
Arunasalam, 2013; Uyar et al., 2010). However, the presence of imbalanced data challenges 
LR’s ability to classify, whereby majority of classifiers normally focus in the prediction 
without consideration on the relative distribution between the classes (Dong et al., 2014). 
Normally, when imbalance data are present, classification results from standard classifiers 
are biased towards the majority class. As a result, if the event of interest is the minority 
class, the sensitivity of the classifier will be zero and the specificity will be 100%. The  
real dataset in reality often suffers from some imbalance problem (Goel et al., 2013) and 
the minority class is often misclassified (Chawla et al., 2004; He & Garcia, 2009; Weiss 
& Provost, 2003). Thus, whenever imbalance problem is found in healthcare and medical 
datasets, the credibility of the models generated by the classifiers are often misleading.  

Imbalanced problem affects standard classifiers  (Chawla, 2003; Cohen et al., 2006; 
Galar et al., 2011) and logistic regression based on application to  real datasets studies 
(Blagus & Lusa, 2010; Burez & Van den Poel, 2009; Mena & Gonzalez, 2006; Van 
Hulse et al., 2007). In our previous study, we performed simulation to study the impact 
of imbalanced ratio (IR) on LR parameter (β) estimates and the odds ratio (eβ) of the LR 
model using a continuous covariate (Rahman & Yap, 2016). The results provided enough 
evidence to conclude that extreme imbalanced ratio (IR = 1%, 2%, 5%) and small sample 
size have more serious effect on parameter estimates of LR model. Imbalanced ratio is 
the ratio of the number of cases in minority class to the majority class. For example, if the 
response variable is the presence of cancer and has two categories Cancer or No Cancer  
the imbalanced ratio is n1/n0, where n1 is the number of patients diagnosed with cancer 
while n0 is the number of patients who do not have cancer.

The effect of imbalanced data on the performance of the classifiers can be determined 
through simulation studies. In addition, the various types (categorical or continuous) of 
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variables in a set of data might show different effects. In this simulation study, we focus 
on the logistic regression model, a useful statistical model for classification problem and 
investigate the imbalanced effects on the parameter estimate of the model with a single 
categorical covariate. 

The aim of this study was to determine the effects of different IR on the logistic 
regression parameter estimate via simulation and an application to real dataset. The 
results of this study will guide practitioners on the severity of bias in estimates as a result 
imbalanced data. 

MATERIALS AND METHOD

Review on Methods

Machine learning techniques i.e. LR, DT, ANN and SVM, may have great classification 
performance if it involves a balanced data. However, these techniques performs poorly 
when imbalanced problem arises (Anand et al., 2010).  

Most studies concluded that there was an effect of IR towards the performance of 
standard classifiers (Rahman et al., 2012; Chawla, 2003; Lemnaru et al., 2012; Mena & 
Gonzalez, 2006; Prati et al., 2014; Van Hulse et al., 2007; Yap et al., 2014). A study by Mena 
and Gonzalez (2006) introduced a 3-step algorithm using simple LR called REMED (Rule 
Extraction Medical Diagnosis) which enabled users to select attributes for the model and 
improved the accuracy of the model by adjusting the percentage of the partition. Although 
REMED’s algorithm claimed to improve the prediction accuracy, it is limited to medical 
diagnostics. Lemnaru et al. (2012) reported that IR, size and complexity of the dataset 
affects the predictive performance of different classifiers [(k-nearest neighbor (KNN), 
C4.5, SVM, multi-layered perceptron (MLP), Naïve Bayes (NB), and Adaboost (AB)]. In 
their extensive study, the IR was categorized into three categories (balance, small, large), 
four categories of dataset size (very small, small, medium, and large) and four categories 
of complexity of the dataset (small, medium, large and very large). They concluded that 
the performance of the classifiers was lower when the IR was high.  Another extensive 
experiment performed by Van Hulse et al. (2007), using different sampling strategies 
(random oversampling (ROS), random undersampling (RUS), one-sided selection (OSS), 
cluster-based oversampling (CBOS), Wilson’s editing (WE), SMOTE (SM), and borderline-
SMOTE (BSM) on different classifiers (NB, DT C4.5, LR, random forest (RF), and SVM) 
on 35 real datasets with different ratio of imbalance (1.33% - 34.90%), concluded that 
sampling strategy improved the performance of the chosen classifiers. However, their study 
also concluded that there was no one universal sampling strategy that worked best for all 
classifiers. Chawla (2003) experimented on five real datasets using C4.5 as the classifier 
and reported that their synthetic sampling method, SMOTE, improved the performance of 
the classifier better than other sampling strategies. He also concluded that RUS was  better 
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than ROS with replication. Prati et al. (2014) also experimented on 22 real datasets with 
different IR on different classifiers (C4.5, C4.5Rules, CN2 and RIPPER, Back-propagation 
Neural Network, NB and SVM) and by using different sampling strategies (ROS, SMOTE, 
borderline-SMOTE, AdaSyn, and MetaCost). They concluded that in terms of accuracy 
(AUC), the rule-based algorithm (C4.5Rule, RIPPER) was the most affected while Support 
Vector Machine (SVM) was least affected by imbalanced data. However, the authors also 
stated that severe imbalanced class distributions would have a strong influence on SVM 
and any classifier for that matter. 

Thus, in a nutshell, we can conclude that the predictive performance of different 
standard classifiers compared by the mentioned studies arrived at different conclusions as to 
which classifier and sampling strategies performed better (Blagus & Lusa, 2010; Lemnaru 
et al., 2012; Mena & Gonzalez, 2006; Prati et al., 2014; Sarmanova & Albayrak, 2013). 

In classification and predictive analytics, LR is normally considered a very informative 
classifier as it provides important information about the effect of an independent variable 
(IV) on the dependent variable (DV) through the odds ratio (Hosmer & Lemeshow, 
2004). However, the presence of imbalanced problem hinders the predictive “power” of 
LR (Wallace & Dahabreh, 2012). Blagus & Lusa (2010) performed a simulation study to 
evaluate the performance of six types of classifiers (ANN, Linear Discriminant Analysis 
(LDA), RF, SVM and penalized logistic regression (PLR)) on highly imbalanced data. 
However, their results showed that the PLR with ROS method, failed to remove the biasness 
towards the majority class. 

 A simulation study by Hamid et al. (2015) discovered that when sample size was large 
(at least 500) the parameter estimates accuracy for LR improved. In addition, the estimation 
of LR parameters is severely affected by types of covariates; either continuous, categorical, 
or count data. Simulation studies, usually, enables us to provide a more conclusive evidence 
on the effect of IR, as the simulated datasets were mold perfectly to cater specific problem 
types. In our previous study (Rahman & Yap, 2016), our results were consistent  with the 
study by Hamid et al., 2015, which reported that the performance of LR is affected by 
sample size. However, Hamid et al. (2015) did not consider imbalanced data.  Simulation 
studies are important to obtain empirical evidence on the impacts of IR on the estimate of 
logistic regression parameter, β -value and the odds ratio of the LR model. 

Simulation Methods

This study considered a simple binary logistic regression (LR). In the LR model, two 
unknown parameters, 10  and ββ , are estimated using the maximum likelihood method. 
Assuming observations to be independent, the likelihood function is given by the following 
Equation 1 (Hosmer & Lemeshow, 2004):
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To estimate 10  and ββ , the maximization of the likelihood function is required. 
Therefore, the maximization of the natural logarithm of the likelihood function is denoted 
by the following Equation 2:
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By referring to the simple LR Equation 1, the Equation 2 can also be expressed as 
Equation 3 (Hosmer & Lemeshow, 2004):
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By differentiating [ ])(log 1,0 ββL  with respect to 10  and ββ  and setting the resulting 
Equation 4 to zero, we can obtain β  that maximizes Equation 3. 
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The maximum likelihood estimates of 10  and ββ , are denoted by 0β̂ and 1β̂ and is 
obtained using Newton -Raphson method.  The probability that the event occurs, )( ixπ
for case i is then obtained as Equation 5:
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In addition, )(ˆ ixπ  is also known as fitted or predicted value and the sum of )(ˆ ixπ is 
equal to the sum of the observed values as in Equation 6:
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The final estimated simple logistic regression model is written as Equation 7:
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We assessed the effect of various percentages of IR and sample size on estimation 
of the parameter coefficient, β  for binary LR model with one categorical independent 
variable. The estimate, 1

ˆ β  were compared with the true 1 β  value. The simulations were 
performed using R-Studio. The value of the regression coefficient ( 0β )  for the logistic 
model was set at 2.08 which gave a significant odds ratio (OR) of 8.004 for X (OR = e2.08 = 
8.004). The R code developed for this simulation is available at https://github.com/hezlin/
simulationx1cat.git. It is also provided in the Appendix. 

Odds-ratio provide important information of the effect of the covariate on the event 
(dependent variable). Given a binary Y(1=Died, 0=Survived)  and a categorical covariate 
X(Hypertension-HPT) with two categories (1=Yes and 0=No), an odds-ratio of 1 will 
indicate both patients with or without HPT has equal chance of Y=1 (Died). Meanwhile, 
an odds-ratio greater than 1 will indicate that patients with HPT are more likely to die, and 
if odds-ratio is less than 1, patients with no HPT are more likely to die.   

Eight imbalance ratios were considered for this simulation study: 1%, 2%, 5%, 10%, 
20%, 30%, 40%, and 50%. Imbalance ratio (IR) is the percentage of occurrence of minority 
class between the two predictor classes. For example, in this simulation, if we generated a 
dataset N=100, if the IR = 1% means that 1 out of 100 has y=1 and the rest 99 out of 100 
has y=0. The IR 5% or less represents high IR in the response variable. However, due to the 
complexity of generating the simulated dataset, especially for fixing definite percentages 
of IR, the simulation model required 0β  values to be flexible for different IR ratio. Thus, 
the full LR model used for this study is denoted as Equation 8:

ikk x
x

x 08.2
)(1

)(log 0 +=







−

β
π

π

     
(8)

where β  is determined by the IR and is not fixed at one value.
The data for the covariate (X) considered in this study were generated using a binomial 

distribution, Bin (n= sample size, p=0.5). We considered sample size of 100, 500, 1000, 
1500, 2000, 2500, 3000, 3500, 4000, 4500, and 5000. This simulation study involved 
10,000 replications. The simulation algorithm is as follows:

Step 1: Generate random data for the categorical covariate X, for sample size, n and 
imbalance ratio, IR.

Step 2: Set β  at 2.08 and obtain kk xxf 10 08.2)( += β , where k = 1, 2, … 10,000.  
is not fixed to create a fix percentage of imbalance accordingly, whereby the confidence 
interval of kk xxf 10 08.2)( += β  is set within the range of (-2, 10).

Step 3: Fit binary logistic regression to the generated data in Step 2.

Step 4: Obtain the parameter estimate, β̂ .
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Step 5: Repeat Steps 1-4 for 10,000 replications.

Step 6: Calculate the MSE where 
000,10

)ˆ( 2
10000

1
∑
=

−
= iMSE

ββ

Repeat Steps 1 – 6 for different sample size and imbalanced ratio. 

RESULTS AND DISCUSSION

Simulation Results 

Table 1 presents the simulation results for the LR parameter estimates for various sample 
sizes and IR. %.). The effect of IR was reduced when sample size increased. The results 
showed that the estimates for 10 ββ  and were very far from the true parameter values for 
smaller sample size (n=100) and for IR 1%, 2%, 5%, 10%, 20% and 30%. The bias in 
estimate was clearly seen for IR 20% or less for n=500. Meanwhile, for n=1000, the bias 
was seen for IR 10% or less. However, the effect of IR was less for sample size more than 
3000 and above was only affected by IR of 1% and 2%.  Table 2 summarizes the findings.

Figure 1 presents the effect of sample size and IR on the parameter estimate values. It 
clearly shows the parameter estimates was biased for IR 30% and below for n=100. The 
Figure 1 also shows that for all sample sizes, the estimate was close to the true parameter 
values at IR=30% and above. In Figure 2, we focused on high IR, 1% to 10% and omitting 
20% to 50% so that visualization of the effect is clearer. The Figure 2 shows threshold 
of effect of IR decreases as sample size increases. For example, estimates are biased for 
n=500 for IR 5% and below, while for n=1000, estimates are biased at IR % and below. 
When estimates are biased the MSE will be larger. Figure 3 illustrates the effect of IR 
and sample size through the MSE and Figure 4 further emphasizes results in Figure 3 by 
focusing on the IR of 1% to 10%, by omitting the 20% to 50% ratios. In Figure 3, the 
effect of imbalance is less (lower MSE) at IR=30%, similar to the illustration in Figure 1. 
Further focusing on highly imbalanced ratios, Figure 4 illustrates that the MSE values are 
the largest for small sample sizes (n=100 and n=500). 

Figures 5 and 6 illustrate the effects of imbalanced using a clustered boxplot. As shown 
in Figure 5, the effect of imbalanced data is obvious for sample size n=500 (IR=1% and 
2%) and n=1000 (IR=1%). In Figure 6, we omit the imbalanced ratio 1% and 2%, and 
now there are no huge spikes in the boxplots. Figures 5 and 6 clearly showed the effect 
of IR for various sample sizes, whereby the patterns show that the effect of IR on the bias 
of parameter estimates depend on sample size. The estimates get closer to the true value 
when the sample size and IR increases. The dispersion (standard deviation) of 1β̂  also 
improves as sample size and IR increases. 
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Table 2 
Summary of findings on the effect of IR and associated sample size

Sample Size Estimates biased if IR is
100 30% and below
500 10% and below
1000 – 2000 5% and below
2500 – 3500 2% and below
4000 and above 1% and below

Figure 1. Categorical covariate’s parameter estimates, 1β̂ , for different sample size and imbalance ratio 
(Imbalance Ratio (IR): 1% to 50%). 

Figure 2. Categorical covariate’s parameter estimates, 1β̂ , for different sample size and highly imbalance 
ratio (IR : 1-10%).
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Figure 3. Mean square error (MSE) of categorical covariate’s parameter estimates, 1β̂ , for different sample 
sizes and imbalance ratio

Figure 4. Mean square error (MSE) categorical covariate’s parameter estimates, 1β̂  , for different sample 
size and highly imbalance ratio (IR : 1-10%).
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Figure 5. Clustered boxplots of 1β̂ for a categorical covariate

Figure 6. Clustered boxplots for 1β̂ for a categorical covariate (omit IR=1%, 2%)

Clustered Boxplot: BetaHat for Categorical Covariate

Clustered Boxplot: BetaHat for Categorical Covariate (Omit IR=1%, 2%)
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Hence, by referring to all the figures (Figures 1 to 6), it can be concluded that the effect 
of the imbalanced problem on the categorical covariate’s parameter estimation was most 
severe for smaller sample sizes (n ≤ 500) and for highly imbalanced ratios (IR ≤ 5%). The 
severity of the imbalanced problem was identified by the difference between the parameter 
estimated values and the fixed true beta value (β1=2.08), as well as larger value of MSE. 
MSE is a good indicator of the bias in parameter estimates of the model. A larger MSE 
will indicate estimates are biased.

From this simulation results, the effect of IR for small sample size was very prominent 
with large MSE. Even for larger sample size (n=1000 and 1500), the effect of imbalance 
towards the parameter estimation was still apparent. For small sample size, n=100, only at 
IR = 30% onwards the value of the estimates became closer to the actual parameter value. 
Sample size n=500, the estimates improve at IR = 10% onwards. For other sample sizes 
1000≤n≤2000, 2500≤n≤3500 and n≥4000, the parameter estimation improved at IR = 5%, 
2% and 1% onwards. The summary of these findings is shown in Table 2.

Application to Real Data Results 

This section illustrates and application using a real medical dataset (Diabetes Messidor 
dataset) from the UCI repository which has 16 covariates and known as “The Diabetes 
Messidor” dataset (Antal & Hajdu, 2014), consists of 1151 observations. This dataset 
contains features extracted from the Messidor image set to predict whether an image 
contains signs of diabetic retinopathy or not (DR status). All features represent either a 
detected lesion, a descriptive feature of an anatomical part or an image-level descriptor. 
The two categorical covariates selected for this illustration are the retinal abnormality and 
AMFM status. We modeled the binary dependent variable, DR status (1=with DR (53%) 
and 0=without DR (47%)). We used retinal abnormality (1 = yes, 0 = no) and AMFM 
status (0 = AM, 1 = FM) as the independent variable in Model 1 and Model 2 respectively. 
Using stratified sampling on the original dataset, we obtained the IR percentage as shown 
in Table 3. 

Results in Table 3 show that the estimate 1β̂  in Model 1 was affected for IR 5% 
and below. The p-values for 1β̂  increases (leading to independent variable becoming 
insignificant) as imbalance becomes more severe thus leading to misleading results.  
Results of Model 2 shows the effect of imbalance on odds-ratio. The odds-ratios were 
extremely large at IR 1% and 2%. This application to real dataset confirmed the results of 
the simulation study, which strengthened the conclusion that imbalanced problem will be 
misleading on the effect of the independent variable on the response variable.
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Table 3  
Effect of imbalanced with application to real dataset (Diabetes Messidor)

Independent 
Variable Data/ IR  0β̂ , [p-value]

C.I (lower, upper)
1̂β , [p-value]

C.I (lower, upper)
Odds-Ratio (OR)

C.I (lower, upper)

Retinal 
Abnormality

(1 = yes, 0 = no)

Original
(540:611)

0.6614, [0.002]
(0.6613, 0.6614)

-0.5838, [0.010]
(-0.5837, -0.5838)

0.5578
(0.5577, 0.5578)

40% 
(407:611)

0.9477, [0.000]
(0.9414, 0.9539)

-0.5872, [0.026]
(-0.5938, -0.5805)

0.5591
(0.5554, 0.5626)

30% 
(261:611)

1.4151,[ 0.000]
(1.4033, 1.427)

--0.6110, [0.075]
(-0.6236, -0.5983)

0.5537
(0.5470, 0.5604)

20% 
(152:611)

1.9717,[ 0.000]
(1.9527, 1.9906)

-0.6262, [0.178]
(-0.6462, -0.6062)

0.5609
(0.5506, 0.5712)

10% 
(68:611)

2.9467,[ 0.007]
(2.8593, 3.0342)

-0.7962, [0.345]
-0.8846, -0.7078)

0.5700 
(0.5528, 0.5871)

5%
(35:611)

4.6431,[ 0.080]
(4.3845, 4.9016)

-1.8264, [0.502]
-2.0863, -1.5664)

0.5920 
(0.5680, 0.6159)

2%
(13:611)

10.5126, [0.418]
(10.0310, 10.9941)

-6.7028, [0.806]
(-7.1881, -6.2176)

0.6347 
(0.5902, 0.6792)

1%
(7:611)

13.9315, [0.631]
(13.4669, 14.3960)

-9.5009, [0.856]
(-9.9711, -9.0306))

0.6799 
(0.6137, 0.7461)

AMFM status
(1 = FM, 0 = 

AM)

Original 
(540:611)

0.1837, [0.011]
(0.1836, 0.1837)

-0.1785, [0.153]
(-0.1784, -0.1785)

0.8364 
(0.8364, 0.8365)

40% 
(407:611)

0.4669, [0.000]
(0.4657, 0.4680)

-0.1787, [0.219]
(-0.1820, -0.1754)

0.8375
(0.8348, 0.8403)

30% 
(261:611)

0.9124, [0.000]
(0.9104, 0.9143)

-0.1804, [0.307]
(-0.1860, -0.1750)

0.8381
(0.8335, 0.8428)

20% 
(152:611)

1.4515, [0.000]
(1.4483, 1.4548)

-0.1721, [0.404]
(-0.1811, -0.1630)

0.8510
(0.8432, 0.8587)

10% 
(68:611)

2.2623, [0.000]
(2.2570, 2.2677)

-0.1785, [0.451]
(-0.1934, -0.1635)

0.8615 
(0.8480, 0.8749)

5% 
(35:611)

2.9268, [0.000]
(2.9193, 2.9343)

-0.1601, [0.480]
(-0.1816, -0.1387)

0.9061
(0.8850, 0.9272)

2% 
(13:611)

3.9382, [0.000]
(3.9240, 3.9525)

-0.0850, [0.500]
(-0.1557, -0.0143)

79921.66
(-10534.34, 170377.67)

1% 
(7:611)

4.5989, [2.0000e-03]
(4.5452, 4.6526)

0.5738, [5.4100e-01]
(0.3403, 0.8074)

1676700 
(1185601, 2167798)

CONCLUSIONS

Imbalanced data has effect on the parameter estimates and classification performance 
of binary logistic regression model with a categorical covariate. The optimal IR for 
different sample size for less biased estimates was determined via a simulation study. It 
was concluded that all samples are affected by imbalanced even for larger sample sizes. 
The effect of imbalanced data on parameter estimates reduces as sample size increases. 
The imbalanced ratio in the response variable will not only affect the parameter estimates, 
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but the p-value and odds- ratio for the covariate as well. Hence, imbalanced data can 
lead to inaccurate findings. There are approaches recommended for handling imbalanced 
problem such as resampling strategies (ROS (Random Oversampling), RUS, (Random 
Undersampling) and SMOTE (Synthetic Minority Oversampling Technique). Future 
simulation studies can investigate which sampling techniques can improve the parameter 
estimates and predictive performance of the binary logistic regression when data is highly 
imbalanced.
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APPENDIX
#fitting the model
set.seed(54321)
ndata <- 100
nrep <- 10000 #set the number of replications
start <- -10 #set initial value of bnot
end <- 10 #set end value for bnot
n <- 1 #set initial value for the loop
perc <- 40 #set the percentage of imbalance

#replication setup
beta0Hat<-rep(NA,nrep) 
beta1Hat<-rep(NA,nrep) 
betanot<-rep(NA,nrep) 
betaone <- 2.08

while(n<=nrep)
{ 
  #set bnot value
  for(i in seq(start,end,0.001))
  {
    x <- rbinom(ndata,1,1/2)
    rx <-chartr(“01”, “AB”, x)
    dummy(x)
    k <-dummy(x)
    linpred <- cbind(1,dummy(x)[,-1])%*% c(i,betaone) #(b)
    pi<-exp(linpred)/(1+exp(linpred))
    ru <- runif(ndata,0,1)
    u<-as.vector(ru) 
    ry <- ifelse((u<=pi),1,0)
    m_y <- (mean(ry)*100)
    if(m_y == perc && n <=nrep)
    {
      dt <-data.frame(x=rx, y=ry) #fit the logistic model
      #print(dt)
      betanot[n]<-i
      mod <- glm(y~x, family=”binomial”, data=dt)
      beta0Hat[n]<-mod$coef[1]
      beta1Hat[n]<-mod$coef[2]
      n <- n + 1
    }
  }
} 

Round1<-round(c(beta0=mean(beta0Hat),beta1Hat=mean(beta1Hat)),3) 
mean(beta1Hat)
ci.b1 <- CI(beta1Hat,ci=0.95)
MSEbeta1Hat <- round(sum((beta1Hat-2.08)^2/nrep),3)
meanb0 <- mean(betanot)
mean(beta0Hat)
ci.b0 <- CI(beta0Hat,ci=0.95)
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 ABSTRACT 

The empirical mode decomposition (EMD) method is used to decompose the non-
stationary and nonlinear signal into a finite set of orthogonal non-overlapping time scale 
components that include several intrinsic mode function components and one residual 
component. Elastic net (ELN) regression is a statistical penalized method used to address 
multicollinearity among predictor variables and identify the necessary variables that have 
the most effect on the response variable. This study proposed the use of the ELN method 
based on the EMD algorithm to identify the decomposition components of multivariate 
predictor variables with the most effect on the response variable under multicollinearity 
problems. The results of the numerical experiments and real data confirmed that the EMD-
ELN method is highly capable of identifying the decomposition components with the 
presence or absence of multicollinearity among the components. The proposed method 
also achieved the best estimation and reached the optimal balance between the variance 
and bias. The EMD-ELN method also improved the accuracy of regression modeling 
compared with the traditional regression models.

Keywords: Elastic-net regression, empirical mode decomposition, LASSO, model selection, multicollinearity, 
ridge regression

INTRODUCTION

Regression analysis methods assume 
that the variables have stationary and 
linear properties and that the predictor 
variables are free from multicollinearity to 
achieve reliability and accuracy of results. 
Transformation (modification) methods can 
be used to convert the variables to become 
stationary and linearized; however, these 



Abdullah Suleiman Al-Jawarneh and Mohd. Tahir Ismail

200 Pertanika J. Sci. & Technol. 29 (1): 199 - 215 (2021)

methods can lead to the loss of valuable information and features of the original dataset. 
Moreover, few statistical methods can handle variables selection when multicollinearity 
exists (Hamid et al., 2018; Hashibah & Mahat, 2013).

The empirical mode decomposition (EMD) method focuses on non-stationary and 
nonlinear variables and decomposes the variable into a set of decomposition components 
with different information (Huang, 2014). These components represent new predictor 
variables that can be used to study their effects on the response variable. Unlike traditional 
analysis methods, such as Fourier decomposition (Titchmarsh, 1948) and wavelet 
decomposition (Chui, 1995), the EMD method does not assume that the dataset is either 
stationary or linear.

Multicollinearity is one of the fundamental issues in variables selection. The presence 
of multicollinearity between predictor variables increases variance, highlights the wrong 
sign of coefficients, and misleads the selected model (Jadhav et al., 2014). To address 
this gap, Zou and Hastie (2005) proposed the technical penalized regularization method, 
which is a double shrinkage called elastic net regression (ELN). The ELN method is a 
combination of ridge regression (RR) (Hoerl & Kennard, 1970) and least absolute shrinkage 
and selection operator (LASSO) regression (Tibshirani, 1996). The ELN can achieve the 
best estimation of optimal balance between the variance and bias terms. It can also choose 
between predictors that exhibit a high correlation in the final model.

The EMD method and the penalized regularization regression method analysis have 
been used in several scientific fields to understand the significance of decomposition 
components on the response variable. Examples include the forward stepwise regression 
methods with EMD (Yang et al., 2011), the LASSO regression based on ensemble EMD 
(EEMD) (Shen & Lee, 2012), ridge regression with EEMD (Shen et al., 2012). LASSO 
regression based on EMD (Qin et al., 2016), LASSO regression, deep belief networks 
(DBN) with EEMD (Chu et al., 2018), kernel ridge regression and EMD (Naik et al., 
2018),  and LASSO regression based on noise-assisted multivariate EMD (NA-MEMD) 
(Masselot et al., 2018).

This article is an expansion of the study by Al-Jawarneh et al. (2020) that used the 
EMD-ELN method for univariate original predictor cases. Al-Jawarneh, et al. (2020) 
explored the relationship of the orthogonal decomposition components of the nonlinear 
and non-stationary original predictor with the response variable extracted through the 
EMD method. This article focused on the cases of the multivariate original predictors 
by applying the EMD method based on the ELN regression method. For the multivariate 
case, the effects of the decomposition components extracted through the EMD method of 
the nonlinear and non-stationary original multivariate predictor variables on the response 
variable are investigated. When multicollinearity among the decomposition components 
is determined, the proposed method removes the multicollinearity to arrive at a model free 
from multicollinearity, and to produce more accurate results
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The rest of the paper is organized as follows.  Section 2 describes the EMD algorithm, 
ELN regression, and EMD-ELN algorithm methods. Section 3 discusses and applies the 
method through numerical experiments using stock market data. Section 4 provides the 
conclusions of the study.

METHODS

This section describes the methods used in this study. The first method is the EMD algorithm 
method, which is employed to decompose the original signal (predictor variable) of the 
dataset. The second method is the regularization method by ELN regression. The proposed 
EMD-ELN algorithm is discussed in this section.

Empirical Mode Decomposition 

Empirical mode decomposition (EMD) algorithm was presented by Huang et al. ( 1998). 
The EMD algorithm is a new technique analysis method that aims to decompose the non-
stationary and nonlinear signal into a finite set of orthogonal decomposition components 
called intrinsic mode function (IMF) components. One component called the residual and 
represents the trend of the signal. The principle of the EMD algorithm is that it analyzes 
the original signal through an iterative process called the sifting process, which maintains 
the time domain of the signal (Huang, 2014). These decomposition components represent 
the temporal modes existing in the original signal, which have different physical significant 
meanings.

Each of the orthogonal decomposition components should satisfy the following IMF 
conditions: (1) Over the entire length of a signal, the number of local extrema (E X ) (i.e. 
maximum and minimum) and the number of zero-crossing ( Z ) should be equal or differ 
at most by one ( #𝐸𝑋 − #𝑍 ≤ 1), where this condition indicates that each IMF has only 
one local extrema between two consecutive zero-crossing or vice versa. (2) At any point 
on a signal, the mean envelope (m) value between the upper (U e ) envelope defined by 
the local maximum and the lower (L e ) envelope defined by the local minimum are zero 

(𝑚 = 𝑈𝑒+𝐿𝑒
2

= 0), which explains that all IMF are stationary components (Huang, 2014).

The original signal x ( t )  is the linear combination of the finite set of orthogonal IMF 
components and monotonic residual component through the EMD algorithm as indicated 
in the following Equation 1:                            

𝑥 𝑡 = �𝐶𝑘(t)
𝐾

𝑘=1

+  𝑟(𝑡)�      [1]

where symbol t represent the sample index (time domain) {𝐶 𝑘(𝑡)}, 𝑘 = 1, 2,…, 𝐾 denotes 
the finite set of IMF components, and r ( t ) is the residual component.
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The iterative process of the EMD algorithm to decompose x ( t )  into orthogonal C k ( t ) 
and r ( t )  components of a non-overlapping time scale are summarized in Algorithm 1 
and Figure 1.

Algorithm 1: EMD algorithm
Input: x ( t )
Output: 𝐶𝑘 𝑡 ;𝑘 = 1,2, … ,𝐾  and r ( t )  components

(1) Initializations:  𝑟0 𝑡 = 𝑥(𝑡); 𝑗 = 1 and 𝑘 = 1.
(2) Identify all local maximum and a local minimum of x ( t ).
(3) Determine the upper U e j ( t )  and lower L e j ( t )  envelopes 

through the cubic spline curve of the local maximum and 
minimum of the x ( t ), respectively.       

(4) Compute the mean envelope: 𝑚𝑗(𝑡) =  [𝑈𝑒𝑗(𝑡)  + 𝐿𝑒𝑗(𝑡)� 2⁄ .
(5) Compute: ℎ𝑗 𝑡 = 𝑥 𝑡 −𝑚𝑗(𝑡� .
(6) Check that ℎ𝑗 𝑡 = 𝑥 𝑡 −𝑚𝑗(𝑡� satisfies the conditions of IMF.

Yes: ℎ𝑗 𝑡 = 𝐶𝑘 𝑡 , save output  and go to the next step 
(7).
No: 𝑗 = 𝑗 + 1 and repeat steps (2)–(6).

(7) Compute: 𝑟𝑘 𝑡 = 𝑟𝑘−1 𝑡 − 𝐶𝑘(𝑡).
(8) Check that 𝑟𝑘 𝑡 = 𝑟𝑘−1 𝑡 − 𝐶𝑘(𝑡) satisfies the stoppage criterion. 

𝑆𝐷𝑗 = ∑ ℎ𝑗−1 𝑡 − ℎ𝑗 𝑡
2

/ℎ𝑗−12 𝑡𝑇
𝑡=0 ; 0.2 ≤ 𝑆𝐷𝑗 ≤ 0.3    

Yes: Go to the next step (9).
No: 𝑘 = 𝑘 + 1 and repeat steps (2)–(8).

(9) Save the output: ∑ 𝐶 𝑘(t)𝐾
𝑘=1 + 𝑟𝑘 𝑡 .

Figure 1. EMD algorithm process

Input
Sifting process

Output
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Elastic Net Regression

Elastic net regression (ELN) was introduced by Zou and Hastie (2005). The ELN is a hybrid 
technology of the penalized least squares regression method that involves regularization 
and variables selection and was developed to improve and overcome the limitations of the 
LASSO regression in some situations (i.e., when the number of observations (n ) is larger 
than the number of predictors (p )  and the predictor variables have a multicollinearity 
problem) (Zou & Hastie, 2005).

Penalized regressions methods, such as the ELN method introduce little increase to 
the bias and contribute to the decrease in the variance by adding penalties to the estimation 
regression, which leads to the treatment of the multicollinearity and the enhancement of the 
accuracy of the selection compared to the other methods, such as the ordinary least square 
(OLS). The ELN is a combination of the two more commonly used penalized regression 
methods: (1) LASSO method, which uses the sum of the absolute values of the coefficient 
variables (l 1 -norm) with the tuning parameter and (2) the RR method, which uses the 
sum of the squared coefficient variables (l 2 -norm) with the tuning parameter (Javaid et 
al., 2020). The practical principles of the ELN method are similar to LASSO and involve 
the shrinkage of the coefficient regression toward zero or should be equal to zero for 
unnecessary predictors, leading to a reduction in the number of predictor variables (Al-
Jawarneh et al., 2020). In a multicollinearity case, the ELN method can remove or select 
the predictor variables that exhibit high correlation in the final model, unlike the LASSO, 
which lacks the tools to deal with multicollinearity.

The model structure of the multiple linear regression with n observations and p 
predictors is derived as Equation 2:                                

𝑦𝑖 = 𝛽0 + 𝑥𝑖1𝛽1 + 𝑥𝑖2𝛽2 + ⋯+ 𝑥𝑖𝑝𝛽𝑝 + 𝜀𝑖                         ,

𝑦 = ∑ 𝑥𝑗𝛽𝑗
𝑝
𝑗=0 + 𝜀       [2]

where 𝑖 = 1,2, … , 𝑛; 𝑗 = 1,2, … ,𝑝,𝛽0 is the intercept, x i j  is the i-th observation of 
the  j-th predictor variable x j , and β j  is the unknown regression coefficient of the j-th 
predictor variable, which represents the average effect on y  of per one unit change in the 
j-th predictor variable x i j ,  while 𝑦 = ∑ 𝑥𝑗𝛽𝑗

𝑝
𝑗=0 + 𝜀 i  is the error term. 

In the penalized regression methods, the predictors and response variables should be 
standardized to have zero mean and unit standard deviation (i.e. centered and normalized) 
before model fitting (Yan & Su, 2009; Zhou, 2013) as Equation 3:     

 𝑦� = 1
𝑛
∑ 𝑦𝑖𝑛
𝑖=1 , 𝑥̅𝑗 = 1

𝑛
∑ 𝑥𝑖𝑗𝑛
𝑖=1 , 𝑆𝑦 = ∑ (𝑦𝑖 − 𝑦�)𝑛

𝑖=1
2 , and 𝑆𝑥𝑗 = ∑ (𝑥𝑖𝑗 − 𝑥�̅�)2𝑛

𝑖=1

         [3]
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Then, the predictors and response variables are standardized as Equation 4:

𝑦𝑖́ = (𝑦𝑖 − 𝑦�)/𝑆𝑦 , and 𝑥𝑖𝑗́ = (𝑥𝑖𝑗 − 𝑥̅𝑗)/𝑆𝑥𝑗   [4]                                   

The classical OLS estimator is used to estimate the unknown regression coefficients 
by minimizing the residual sum of squares (RSS). The RSS is the sum of the squared 
differences between the actual value and the estimated value and is obtained as Equation 5:𝑦𝑖́ = (𝑦𝑖 − 𝑦�)/𝑆𝑦 , and 𝑥𝑖𝑗́ = (𝑥𝑖𝑗 − 𝑥̅𝑗)/𝑆𝑥𝑗

     [5]                                                                      

Using Equation 5, the OLS regression for the j-th element 𝜷� (i.e., 𝛽𝑗: 𝑗 = 0,1,2, … ,𝑝) 
(Montgomery et al., 2012) is obtained as Equation 6:

𝑦𝑖́ = (𝑦𝑖 − 𝑦�)/𝑆𝑦 , and 𝑥𝑖𝑗́ = (𝑥𝑖𝑗 − 𝑥̅𝑗)/𝑆𝑥𝑗

   [6]

The ELN regression method is the penalized version of the OLS estimator and produces 
the coefficients regression 𝜷� (i.e., 𝛽𝑗: 𝑗 = 0,1,2, … ,𝑝) (Zou & Hastie, 2005) given by Equation 7:   

𝑦𝑖́ = (𝑦𝑖 − 𝑦�)/𝑆𝑦 , and 𝑥𝑖𝑗́ = (𝑥𝑖𝑗 − 𝑥̅𝑗)/𝑆𝑥𝑗

         [7]   

where 

𝜆1 𝑎𝑛𝑑 𝜆2   

 (𝜆 1, 𝜆2 > 0)

𝜆 1 = 2𝑛𝜆𝛼 and 𝜆 2 = 𝑛𝜆(1−𝛼) and 

𝜆1 𝑎𝑛𝑑 𝜆2   

 (𝜆 1, 𝜆2 > 0)

𝜆 1 = 2𝑛𝜆𝛼 and 𝜆 2 = 𝑛𝜆(1−𝛼)

 are the tuning parameters 

𝜆1 𝑎𝑛𝑑 𝜆2   

 (𝜆 1, 𝜆2 > 0)

𝜆 1 = 2𝑛𝜆𝛼 and 𝜆 2 = 𝑛𝜆(1−𝛼)

, which are automatically selected 
by using cross-validation (CV). Another way is to denote 

𝜆1 𝑎𝑛𝑑 𝜆2   

 (𝜆 1, 𝜆2 > 0)

𝜆 1 = 2𝑛𝜆𝛼 and 𝜆 2 = 𝑛𝜆(1−𝛼) and 

𝜆1 𝑎𝑛𝑑 𝜆2   

 (𝜆 1, 𝜆2 > 0)

𝜆 1 = 2𝑛𝜆𝛼 and 𝜆 2 = 𝑛𝜆(1−𝛼)
(Haws et al., 2015), Equation 6 is equivalent to Equation 8:

𝜷�𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 − ∑ 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑗=1

2
+ 𝜆∑ 𝛽𝑗

𝑝
𝑗=1

𝑛
𝑖=1

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 −∑ 𝑥𝑖𝑓́ 𝛽𝑓 − 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑓≠𝑗

2
+ 𝜆𝛼 ∑ 𝛽𝑗 + 𝜆 1−𝛼

2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝑛
𝑖=1  

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛

  𝒓𝑓−𝑋𝑗 𝛽𝑗
2

+ 𝜆𝛼∑ 𝛽𝑗 + 𝜆 1−𝛼
2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝜕𝜷�𝐸𝐿𝑁

𝜕𝛽𝑗
=

1
𝑛  𝑋𝑗𝑇  𝒓𝑓−𝑋𝑗 �̂�𝑗

2
+ 𝜆𝛼 𝑠𝑖𝑔𝑛  �̂�𝑗 + 𝜆(1 −𝛼) �̂�𝑗

�̂�𝑗 = 𝑆
1
𝑛𝑋𝑗

𝑇𝑟𝑓 ,  𝜆 𝛼  /(1 + 𝜆 1−𝛼 )

         [8]     

where 𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1

 is a regularization parameter 

𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1

 and 

𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1

 is a tuning parameter 

𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1

 ≥ 

𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1

. 
When

𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1

, the ELN estimation follows the OLS method in Equation 6 while the ELN 
estimation follows RR regression shown in Equation 9 when 

𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1

, but when 

𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1  the 
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ELN estimation performed using the LASSO regression shown in Equation 10. Thus, 
the RR and LASSO regressions are cases from the ELN regression. Therefore, the ELN 
regression sets the appropriate value for 

𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1 between zero and one.

𝜷�𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 − ∑ 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑗=1

2
+ 𝜆∑ 𝛽𝑗

𝑝
𝑗=1

𝑛
𝑖=1

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 −∑ 𝑥𝑖𝑓́ 𝛽𝑓 − 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑓≠𝑗

2
+ 𝜆𝛼 ∑ 𝛽𝑗 + 𝜆 1−𝛼

2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝑛
𝑖=1  

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛

  𝒓𝑓−𝑋𝑗 𝛽𝑗
2

+ 𝜆𝛼∑ 𝛽𝑗 + 𝜆 1−𝛼
2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝜕𝜷�𝐸𝐿𝑁

𝜕𝛽𝑗
=

1
𝑛  𝑋𝑗𝑇  𝒓𝑓−𝑋𝑗 �̂�𝑗

2
+ 𝜆𝛼 𝑠𝑖𝑔𝑛  �̂�𝑗 + 𝜆(1 −𝛼) �̂�𝑗

�̂�𝑗 = 𝑆
1
𝑛𝑋𝑗

𝑇𝑟𝑓 ,  𝜆 𝛼  /(1 + 𝜆 1−𝛼 )

     [9]

𝜷�𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 − ∑ 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑗=1

2
+ 𝜆∑ 𝛽𝑗

𝑝
𝑗=1

𝑛
𝑖=1

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 −∑ 𝑥𝑖𝑓́ 𝛽𝑓 − 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑓≠𝑗

2
+ 𝜆𝛼 ∑ 𝛽𝑗 + 𝜆 1−𝛼

2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝑛
𝑖=1  

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛

  𝒓𝑓−𝑋𝑗 𝛽𝑗
2

+ 𝜆𝛼∑ 𝛽𝑗 + 𝜆 1−𝛼
2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝜕𝜷�𝐸𝐿𝑁

𝜕𝛽𝑗
=

1
𝑛  𝑋𝑗𝑇  𝒓𝑓−𝑋𝑗 �̂�𝑗

2
+ 𝜆𝛼 𝑠𝑖𝑔𝑛  �̂�𝑗 + 𝜆(1 −𝛼) �̂�𝑗

�̂�𝑗 = 𝑆
1
𝑛𝑋𝑗

𝑇𝑟𝑓 ,  𝜆 𝛼  /(1 + 𝜆 1−𝛼 )

 [10]                             

The coordinate descent method and soft-thresholding operator (Friedman et al., 2010) 
are used to solve  Equation 8 with given values of 

𝜆1 𝑎𝑛𝑑 𝜆2   

 (𝜆 1, 𝜆2 > 0)

𝜆 1 = 2𝑛𝜆𝛼 and 𝜆 2 = 𝑛𝜆(1−𝛼) and 

𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1. The coordinate descent method 

is used to optimize each predictor separately and solves exactly for one predictor x i j  while 
the rest of the predictors x i f  except the j-th predictor are fixed in each coordinate descent 
step. Equation 7 can be rearranged to isolate β j  (Equation 11):

𝜷�𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 − ∑ 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑗=1

2
+ 𝜆∑ 𝛽𝑗

𝑝
𝑗=1

𝑛
𝑖=1

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 −∑ 𝑥𝑖𝑓́ 𝛽𝑓 − 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑓≠𝑗

2
+ 𝜆𝛼 ∑ 𝛽𝑗 + 𝜆 1−𝛼

2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝑛
𝑖=1  

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛

  𝒓𝑓−𝑋𝑗 𝛽𝑗
2

+ 𝜆𝛼∑ 𝛽𝑗 + 𝜆 1−𝛼
2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝜕𝜷�𝐸𝐿𝑁

𝜕𝛽𝑗
=

1
𝑛  𝑋𝑗𝑇  𝒓𝑓−𝑋𝑗 �̂�𝑗

2
+ 𝜆𝛼 𝑠𝑖𝑔𝑛  �̂�𝑗 + 𝜆(1 −𝛼) �̂�𝑗

�̂�𝑗 = 𝑆
1
𝑛𝑋𝑗

𝑇𝑟𝑓 ,  𝜆 𝛼  /(1 + 𝜆 1−𝛼 )

         [11]       

where �́�𝑖 − 𝛽0 −��́�𝑖𝑓𝛽𝑓

𝑝

𝑓≠𝑗
 𝒓𝑓

𝑋𝑗 = ��́�𝑖𝑗𝛽𝑗

𝑛

𝑖=1

 is the partial residual 

�́�𝑖 − 𝛽0 −��́�𝑖𝑓𝛽𝑓

𝑝

𝑓≠𝑗
 𝒓𝑓

𝑋𝑗 = ��́�𝑖𝑗𝛽𝑗

𝑛

𝑖=1

 that represents the differences between 

the actual and estimated values that does not involve x i j . Let  𝑋𝑗 = ��́�𝑖𝑗𝛽𝑗

𝑛

𝑖=1

 , then Equation 

11 can be rearranged as Equation 12:

𝜷�𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 − ∑ 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑗=1

2
+ 𝜆∑ 𝛽𝑗

𝑝
𝑗=1

𝑛
𝑖=1

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 −∑ 𝑥𝑖𝑓́ 𝛽𝑓 − 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑓≠𝑗

2
+ 𝜆𝛼 ∑ 𝛽𝑗 + 𝜆 1−𝛼

2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝑛
𝑖=1  

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛

  𝒓𝑓−𝑋𝑗 𝛽𝑗
2

+ 𝜆𝛼∑ 𝛽𝑗 + 𝜆 1−𝛼
2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝜕𝜷�𝐸𝐿𝑁

𝜕𝛽𝑗
=

1
𝑛  𝑋𝑗𝑇  𝒓𝑓−𝑋𝑗 �̂�𝑗

2
+ 𝜆𝛼 𝑠𝑖𝑔𝑛  �̂�𝑗 + 𝜆(1 −𝛼) �̂�𝑗

�̂�𝑗 = 𝑆
1
𝑛𝑋𝑗

𝑇𝑟𝑓 ,  𝜆 𝛼  /(1 + 𝜆 1−𝛼 )

 [12]                                      

Using the coordinate descent to compute Equation 12, the partial derivative for β j  is 
as Equation 13: 

𝜷�𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 − ∑ 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑗=1

2
+ 𝜆∑ 𝛽𝑗

𝑝
𝑗=1

𝑛
𝑖=1

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 −∑ 𝑥𝑖𝑓́ 𝛽𝑓 − 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑓≠𝑗

2
+ 𝜆𝛼 ∑ 𝛽𝑗 + 𝜆 1−𝛼

2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝑛
𝑖=1  

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛

  𝒓𝑓−𝑋𝑗 𝛽𝑗
2

+ 𝜆𝛼∑ 𝛽𝑗 + 𝜆 1−𝛼
2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝜕𝜷�𝐸𝐿𝑁

𝜕𝛽𝑗
=

1
𝑛  𝑋𝑗𝑇  𝒓𝑓−𝑋𝑗 �̂�𝑗

2
+ 𝜆𝛼 𝑠𝑖𝑔𝑛  �̂�𝑗 + 𝜆(1 −𝛼) �̂�𝑗

�̂�𝑗 = 𝑆
1
𝑛𝑋𝑗

𝑇𝑟𝑓 ,  𝜆 𝛼  /(1 + 𝜆 1−𝛼 )

 [13]

Solving Equation 13 in terms of 𝜷� (i.e., 𝛽𝑗: 𝑗 = 0,1,2, … ,𝑝)j yields the following Equation 14:

𝜷�𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 − ∑ 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑗=1

2
+ 𝜆∑ 𝛽𝑗

𝑝
𝑗=1

𝑛
𝑖=1

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 −∑ 𝑥𝑖𝑓́ 𝛽𝑓 − 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑓≠𝑗

2
+ 𝜆𝛼 ∑ 𝛽𝑗 + 𝜆 1−𝛼

2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝑛
𝑖=1  

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛

  𝒓𝑓−𝑋𝑗 𝛽𝑗
2

+ 𝜆𝛼∑ 𝛽𝑗 + 𝜆 1−𝛼
2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝜕𝜷�𝐸𝐿𝑁

𝜕𝛽𝑗
=

1
𝑛  𝑋𝑗𝑇  𝒓𝑓−𝑋𝑗 �̂�𝑗

2
+ 𝜆𝛼 𝑠𝑖𝑔𝑛  �̂�𝑗 + 𝜆(1 −𝛼) �̂�𝑗

�̂�𝑗 = 𝑆
1
𝑛𝑋𝑗

𝑇𝑟𝑓 ,  𝜆 𝛼  /(1 + 𝜆 1−𝛼 )

𝜷�𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 − ∑ 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑗=1

2
+ 𝜆∑ 𝛽𝑗

𝑝
𝑗=1

𝑛
𝑖=1

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛
∑ 𝑦𝑖́ − 𝛽0 −∑ 𝑥𝑖𝑓́ 𝛽𝑓 − 𝑥𝑖𝑗́ 𝛽𝑗

𝑝
𝑓≠𝑗

2
+ 𝜆𝛼 ∑ 𝛽𝑗 + 𝜆 1−𝛼

2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝑛
𝑖=1  

𝜷�𝐸𝐿𝑁 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽
1
2𝑛

  𝒓𝑓−𝑋𝑗 𝛽𝑗
2

+ 𝜆𝛼∑ 𝛽𝑗 + 𝜆 1−𝛼
2
∑ 𝛽𝑗

2𝑝
𝑗=1

𝑝
𝑗=1

𝜕𝜷�𝐸𝐿𝑁

𝜕𝛽𝑗
=

1
𝑛  𝑋𝑗𝑇  𝒓𝑓−𝑋𝑗 �̂�𝑗

2
+ 𝜆𝛼 𝑠𝑖𝑔𝑛  �̂�𝑗 + 𝜆(1 −𝛼) �̂�𝑗

�̂�𝑗 = 𝑆
1
𝑛𝑋𝑗

𝑇𝑟𝑓 ,  𝜆 𝛼  /(1 + 𝜆 1−𝛼 )    [14]                                             
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where 
1
𝑛𝑿𝑗

𝑇𝑟𝑓

�̂�𝑗 and  𝑆   1
𝑛
𝑿𝑗𝑇𝑟𝑓 ,𝜆 𝛼 

 is the simple OLS method to estimate the coefficient 𝜷� (i.e., 𝛽𝑗: 𝑗 = 0,1,2, … ,𝑝)j and

1
𝑛𝑿𝑗

𝑇𝑟𝑓

�̂�𝑗 and  𝑆   1
𝑛
𝑿𝑗𝑇𝑟𝑓 ,𝜆 𝛼 

is the soft-thresholding function with the value (Equation 15):

𝑀𝑆𝐸 𝜷� = 𝐸 𝜷� −𝜷

                   = 𝐸 𝜷� −𝑬 𝜷�
𝟐

+ 𝑬 𝜷� −𝜷
2
 

                                                             = 𝑣𝑎𝑟 𝜷� +𝐵𝑖𝑎𝑠2 𝜷�,𝜷                    

 [15] 

The mean square error (MSE) is a measure of the average squared difference between 
the actual and estimated values as Equation 16:  

𝑀𝑆𝐸 𝜷� = 𝐸 𝜷� −𝜷

                   = 𝐸 𝜷� −𝑬 𝜷�
𝟐

+ 𝑬 𝜷� −𝜷
2
 

                                                             = 𝑣𝑎𝑟 𝜷� +𝐵𝑖𝑎𝑠2 𝜷�,𝜷                    

     [16] 

The MSE is written as the sum of the variance and bias squared terms of the estimator
𝜷� (i.e., 𝛽𝑗: 𝑗 = 0,1,2, … ,𝑝) as Equation 17:                            

𝑀𝑆𝐸 𝜷� = 𝐸 𝜷� −𝜷

                   = 𝐸 𝜷� −𝑬 𝜷�
𝟐

+ 𝑬 𝜷� −𝜷
2
 

                                                             = 𝑣𝑎𝑟 𝜷� +𝐵𝑖𝑎𝑠2 𝜷�,𝜷                    

𝑀𝑆𝐸 𝜷� = 𝐸 𝜷� −𝜷

                   = 𝐸 𝜷� −𝑬 𝜷�
𝟐

+ 𝑬 𝜷� −𝜷
2
 

                                                             = 𝑣𝑎𝑟 𝜷� +𝐵𝑖𝑎𝑠2 𝜷�,𝜷                    

𝑀𝑆𝐸 𝜷� = 𝐸 𝜷� −𝜷

                   = 𝐸 𝜷� −𝑬 𝜷�
𝟐

+ 𝑬 𝜷� −𝜷
2
 

                                                             = 𝑣𝑎𝑟 𝜷� +𝐵𝑖𝑎𝑠2 𝜷�,𝜷                       [17]

where the bias and variance have a trade-off, and thus, the ELN regression aims to achieve 
the best estimator through an optimal balance between the variance and bias terms by 
increasing the bias value, leading to a decrease in the variance value to investigate the 
minimum MSE.

Proposed EMD-ELN Method

The proposed EMD-ELN method is intended to understand the significance of the 
decomposition components, { 𝐶𝑗𝑘 𝑡 ;𝑘 = 1,2, … ,𝐾 and 𝑟𝑗(𝑡) 𝑗 = 1,2, … 𝑝, that have the 
most effect on response variable y in two case studies. In the first case, the components are 
free from multicollinearity while in the second case, high multicollinearity can be observed 
among the components. The EMD-ELN method is summarized in Algorithm 2 and Figure 2.
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Algorithm 2: EMD-ELN algorithm
Input:  𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1

 𝑥𝑗 𝑡

 𝑥𝑗 𝑡 = �𝐶𝑗𝑘(𝑡)
𝐾

𝑘=1

+  𝑟𝑗(𝑡)

𝐶𝑗𝑘 𝑡  𝑎𝑛𝑑 𝑟𝑗(𝑡)

𝑦 𝑡

𝑦 𝑡 = � �𝐶𝑗𝑘(t)𝛽𝑗𝑘

𝐾

𝑘=1

+ 𝑟𝑗 𝑡 𝛽𝑗𝐾+1 + 𝜀(𝑡)
𝑝

𝑗=1

𝑉𝐼𝐹𝑗𝑘 =
1

1− 𝑅𝑗𝑘2  

𝑅𝑗𝑘2

𝑃𝛼 𝜷 = 𝛼 � � 𝛽𝑗𝑘

𝐾+1

𝑘=1

𝑝

𝑗=1

+
1−𝛼

2 � � 𝛽𝑗𝑘
2

𝐾+1

𝑘=1

𝑝

𝑗=1

𝛽𝑗𝑘 ≠ 0

.
Output: 

 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1

 𝑥𝑗 𝑡

 𝑥𝑗 𝑡 = �𝐶𝑗𝑘(𝑡)
𝐾

𝑘=1

+  𝑟𝑗(𝑡)

𝐶𝑗𝑘 𝑡  𝑎𝑛𝑑 𝑟𝑗(𝑡)

𝑦 𝑡

𝑦 𝑡 = � �𝐶𝑗𝑘(t)𝛽𝑗𝑘

𝐾

𝑘=1

+ 𝑟𝑗 𝑡 𝛽𝑗𝐾+1 + 𝜀(𝑡)
𝑝

𝑗=1

𝑉𝐼𝐹𝑗𝑘 =
1

1− 𝑅𝑗𝑘2  

𝑅𝑗𝑘2

𝑃𝛼 𝜷 = 𝛼 � � 𝛽𝑗𝑘

𝐾+1

𝑘=1

𝑝

𝑗=1

+
1−𝛼

2 � � 𝛽𝑗𝑘
2

𝐾+1

𝑘=1

𝑝

𝑗=1

𝛽𝑗𝑘 ≠ 0

.
(1) Decompose 

 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1

 𝑥𝑗 𝑡

 𝑥𝑗 𝑡 = �𝐶𝑗𝑘(𝑡)
𝐾

𝑘=1

+  𝑟𝑗(𝑡)

𝐶𝑗𝑘 𝑡  𝑎𝑛𝑑 𝑟𝑗(𝑡)

𝑦 𝑡

𝑦 𝑡 = � �𝐶𝑗𝑘(t)𝛽𝑗𝑘

𝐾

𝑘=1

+ 𝑟𝑗 𝑡 𝛽𝑗𝐾+1 + 𝜀(𝑡)
𝑝

𝑗=1

𝑉𝐼𝐹𝑗𝑘 =
1

1− 𝑅𝑗𝑘2  

𝑅𝑗𝑘2

𝑃𝛼 𝜷 = 𝛼 � � 𝛽𝑗𝑘

𝐾+1

𝑘=1

𝑝

𝑗=1

+
1−𝛼

2 � � 𝛽𝑗𝑘
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 via EMD separately. 

 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1

 𝑥𝑗 𝑡

 𝑥𝑗 𝑡 = �𝐶𝑗𝑘(𝑡)
𝐾
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(2) Use all 

 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1
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 and 

 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1

 𝑥𝑗 𝑡
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 components as new predictor variables to 
explain 

 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1

 𝑥𝑗 𝑡
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.      

 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1

 𝑥𝑗 𝑡
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(3) Check the multicollinearity by using the variance inflation factor 
(VIF) test,

 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1

 𝑥𝑗 𝑡
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,

where 

 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1
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𝐶𝑗𝑘 𝑡  𝑎𝑛𝑑 𝑟𝑗(𝑡)

𝑦 𝑡

𝑦 𝑡 = � �𝐶𝑗𝑘(t)𝛽𝑗𝑘

𝐾

𝑘=1

+ 𝑟𝑗 𝑡 𝛽𝑗𝐾+1 + 𝜀(𝑡)
𝑝

𝑗=1

𝑉𝐼𝐹𝑗𝑘 =
1

1− 𝑅𝑗𝑘2  

𝑅𝑗𝑘2

𝑃𝛼 𝜷 = 𝛼 � � 𝛽𝑗𝑘

𝐾+1

𝑘=1

𝑝

𝑗=1

+
1−𝛼

2 � � 𝛽𝑗𝑘
2

𝐾+1

𝑘=1

𝑝

𝑗=1

𝛽𝑗𝑘 ≠ 0

 is the coefficient of determination.
(4) Select the variables via the ELN:

 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1

 𝑥𝑗 𝑡

 𝑥𝑗 𝑡 = �𝐶𝑗𝑘(𝑡)
𝐾

𝑘=1

+  𝑟𝑗(𝑡)
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 𝑥𝑗 𝑡  and 𝑦(𝑡);  𝑗 = 1,2, … , 𝑝, and 𝑦(𝑡)

𝛽𝑗𝑘 ≠ 0;  𝑗 = 1,2, . . 𝑝 and 𝑘 = 1,2, . .𝐾,𝐾+ 1
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APPLICATION

We explain the numerical experiments comprehensively using the sine waves function and 
the daily close stock market data to apply the EMD-ELN method and discuss the results.

Numerical Experiments

This study uses the sine function to demonstrate the use of the EMD-ELN method. The 
datasets are generated for the predictors and response signals with the length of a sample 
size 𝑛 = 250 and time-domain between zero and seven (0 ≤ d ≤ 7) in the first experiment 
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(Experiment 1) and 𝑛 = 450 and (0 ≤ 𝑑 ≤ 7)9) second experiment (Experiment 2). The 
formulas of the function test in two experiments of the response and predictor variables 
are as follows.

Exeperiment 1:
𝑥 𝑑 = 0.5𝑑 + sin 𝜋𝑑 + sin 2𝜋𝑑 + sin 6𝜋𝑑

𝑦 𝑑 = sin 2𝜋𝑑 + sin 6𝜋𝑑 + sin 8𝜋𝑑 + + sin 13𝜋𝑑

Experiment 2:
𝑥1 𝑑 = 0.8𝑑 + sin 0.3𝜋𝑑 + sin 2𝜋𝑑 + sin 7𝜋𝑑 + sin 9𝜋𝑑

𝑥2 𝑑 = 0.4𝑑 + sin 0.2𝜋𝑑 + sin 6𝜋𝑑 + sin 7𝜋𝑑 + sin 9𝜋𝑑

𝑥3 𝑑 = 0.6𝑑 + sin 𝜋𝑑 + sin 7𝜋𝑑 + sin 9𝜋𝑑

𝑦(𝑑) = 0.5𝑑 + sin 𝜋𝑑 + sin 2𝜋𝑑 + sin 6𝜋𝑑

RESULTS AND DISCUSSION

Table 1 presents the number of decomposition components extracted through the EMD 
algorithm and the multicollinearity test among the components in two experiments. In the 
first experiment, the original x ( t )  had three IMFs and one residual component. The VIF 
test also showed that the components were free from multicollinearity where all values were 
less than 10. In the second experiment, the results of the EMD algorithm for the original 
multiple predictors x 1 ( t ) , x 2 ( t ), and x 3 ( t )  were as follows: each one of the x 1 ( t ) and 
x 2 ( t ) has four IMFs and one residual component, while the x 3 ( t ) has five IMFs and one 
residual component. Based on the VIF test values for this experiment, several decomposition 

Figure 2. EMD-ELN modeling process
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Table 1 
Output of EMD and VIF tests

Expriment 1

EMD
Experiment 1

EMD 𝐶1 𝑡 𝐶2 𝑡 𝐶3 𝑡 𝑟 𝑡

VIF 1.00 1.01 1.00 1.01
Experiment 2

EMD 𝐶11 𝑡 𝐶12 𝑡 𝐶13 𝑡 𝐶14 𝑡  𝑟1 𝑡 𝐶21 𝑡 𝐶22 𝑡 𝐶23 𝑡

VIF 2414 25.27 6.71 1.36 325.54 3.59 1.34 7.54

EMD 𝐶24 𝑡  𝑟2 𝑡 𝐶31 𝑡 𝐶32 𝑡 𝐶33 𝑡 𝐶34 𝑡 𝐶35 𝑡  𝑟3 𝑡

VIF 42.33 7.61 2380 24.28 1.47 38.75 3.38 384.26

Experiment 1

EMD 𝐶1 𝑡 𝐶2 𝑡 𝐶3 𝑡 𝑟 𝑡

VIF 1.00 1.01 1.00 1.01
Experiment 2

EMD 𝐶11 𝑡 𝐶12 𝑡 𝐶13 𝑡 𝐶14 𝑡  𝑟1 𝑡 𝐶21 𝑡 𝐶22 𝑡 𝐶23 𝑡

VIF 2414 25.27 6.71 1.36 325.54 3.59 1.34 7.54

EMD 𝐶24 𝑡  𝑟2 𝑡 𝐶31 𝑡 𝐶32 𝑡 𝐶33 𝑡 𝐶34 𝑡 𝐶35 𝑡  𝑟3 𝑡

VIF 42.33 7.61 2380 24.28 1.47 38.75 3.38 384.26

VIF
Experiment 2

EMD

Experiment 1

EMD 𝐶1 𝑡 𝐶2 𝑡 𝐶3 𝑡 𝑟 𝑡

VIF 1.00 1.01 1.00 1.01
Experiment 2

EMD 𝐶11 𝑡 𝐶12 𝑡 𝐶13 𝑡 𝐶14 𝑡  𝑟1 𝑡 𝐶21 𝑡 𝐶22 𝑡 𝐶23 𝑡

VIF 2414 25.27 6.71 1.36 325.54 3.59 1.34 7.54

EMD 𝐶24 𝑡  𝑟2 𝑡 𝐶31 𝑡 𝐶32 𝑡 𝐶33 𝑡 𝐶34 𝑡 𝐶35 𝑡  𝑟3 𝑡

VIF 42.33 7.61 2380 24.28 1.47 38.75 3.38 384.26

Experiment 1

EMD 𝐶1 𝑡 𝐶2 𝑡 𝐶3 𝑡 𝑟 𝑡

VIF 1.00 1.01 1.00 1.01
Experiment 2

EMD 𝐶11 𝑡 𝐶12 𝑡 𝐶13 𝑡 𝐶14 𝑡  𝑟1 𝑡 𝐶21 𝑡 𝐶22 𝑡 𝐶23 𝑡

VIF 2414 25.27 6.71 1.36 325.54 3.59 1.34 7.54

EMD 𝐶24 𝑡  𝑟2 𝑡 𝐶31 𝑡 𝐶32 𝑡 𝐶33 𝑡 𝐶34 𝑡 𝐶35 𝑡  𝑟3 𝑡

VIF 42.33 7.61 2380 24.28 1.47 38.75 3.38 384.26

Experiment 1

EMD 𝐶1 𝑡 𝐶2 𝑡 𝐶3 𝑡 𝑟 𝑡

VIF 1.00 1.01 1.00 1.01
Experiment 2

EMD 𝐶11 𝑡 𝐶12 𝑡 𝐶13 𝑡 𝐶14 𝑡  𝑟1 𝑡 𝐶21 𝑡 𝐶22 𝑡 𝐶23 𝑡

VIF 2414 25.27 6.71 1.36 325.54 3.59 1.34 7.54

EMD 𝐶24 𝑡  𝑟2 𝑡 𝐶31 𝑡 𝐶32 𝑡 𝐶33 𝑡 𝐶34 𝑡 𝐶35 𝑡  𝑟3 𝑡

VIF 42.33 7.61 2380 24.28 1.47 38.75 3.38 384.26

Experiment 1

EMD 𝐶1 𝑡 𝐶2 𝑡 𝐶3 𝑡 𝑟 𝑡

VIF 1.00 1.01 1.00 1.01
Experiment 2

EMD 𝐶11 𝑡 𝐶12 𝑡 𝐶13 𝑡 𝐶14 𝑡  𝑟1 𝑡 𝐶21 𝑡 𝐶22 𝑡 𝐶23 𝑡

VIF 2414 25.27 6.71 1.36 325.54 3.59 1.34 7.54

EMD 𝐶24 𝑡  𝑟2 𝑡 𝐶31 𝑡 𝐶32 𝑡 𝐶33 𝑡 𝐶34 𝑡 𝐶35 𝑡  𝑟3 𝑡

VIF 42.33 7.61 2380 24.28 1.47 38.75 3.38 384.26

VIF
EMD
VIF

Table 2
Comparison of different methods for numerical experiments

Method Parameter(s) RSS Bias2 Var Variable Selection
Experiment 1

EMD-OLS λ = 0 42.91298       5.89e-35    0.566789   All
EMD-RR λ = 0.05401, ∝ = 0 42.43922   1.05e-36    0.512713   All
EMD-LASSO λ = 0.05405, ∝ = 1 41.25816   2.59e-36    0.442239   C 1, C 2

EMD-ELN λ = 0.06434, ∝ = 0.84 41.24562   4.81e-35 0.432979 C 1, C 2

Experiment 2
EMD-OLS λ = 0 124.2361 4.67 e-3 0.136539 All
EMD-RR λ = 0.083389, ∝ = 0 118.4152 3.97 e-5 0.084286 All
EMD-LASSO λ = 0.039912, ∝ = 1 115.2839 3.48 e-4 0.048209 C 21, C 32 , C 33

EMD-ELN λ = 0.276647, ∝ = 0.12 114.9694 8.83 e-4 0.033481 C 12, C 14, C 21, C 32 , C 33

components had values of more than 10, indicating that high multicollinearity existed 
among the decomposition components in the second experiment. 

Table 2 illustrates the results of the comparison of the methods that depended on the 
values of lambda, which were selected by 10-fold CV. In the two experiments, the results 
showed that EMD-ELN had the smallest values of 𝑅𝑆𝑆. The penalty value increase appeared 
to cause a negligible increase in the bias, which contributed to the decrease in the variance 
of the two experiments. This result indicates that the optimal balance between variance and 
bias was achieved. For the variable selection in the first experiment, which was free from 
multicollinearity, the END-ELN method similar to END-LASSO method selected variables 
C 1  and C 2  and had the most effect on the response variable. In the second experiment, the 
EMD-ELN was the best method for selecting the decomposition components that exhibited 
a high correlation and included C 12, C 14, C 21, C 32, and C 33  in the final model, whereas 
the EMD-LASSO selected C 21, C 32, and C 33. Hence, the EMD-LASSO failed to select 
any decomposition components from the predictor x 1 ( t ) because of multicollinearity, 
while the EMD-ELN selected, two components C 12 and C 14, from the x 1 ( t ).



Abdullah Suleiman Al-Jawarneh and Mohd. Tahir Ismail

210 Pertanika J. Sci. & Technol. 29 (1): 199 - 215 (2021)

Figure 3 shows the graphs of the decomposition components selected using the EMD-
ELN method and the response variable in the two experiments. In each graph, the solid 
black line represents the response variable and other lines are the selected components. 
The response variable in the first experiment was stationary while the second experiment 
had modifications (i.e. transformed to be stationary). We showed similarities and matching 
lines between the components selected and the response variables for the two experiments.

Table 3 illustrates that the results of the compared methods with noise structure errors 
had zero mean and unity variance 𝜀~𝑖𝑖𝑑 𝑁 0,1  added to the predictor variables in the first 
and second experiments with 2000 replications modeled. The value of the tuning parameter 
was chosen automatically using a 10-fold CV. The results show that EMD-ELN had the 
smallest error value in terms of RSS and achieved the optimal balance between variance 
and bias in two experiments.

Figure 3. Variable selection and response variable: (a) experiment 1; and (b) experiment 2

(a) (b)

Table 3
Comparison of different methods for simulation

Method RSS Bias2 Var
Experiment 1

EMD-OLS 52.03 4.99e-33 0.353
EMD-RR 51.77 9.06e-34 0.273
EMD-LASSO 51.51 8.36e-34 0.264
EMD-ELN 50.93 8.08e-34 0.263

Experiment 2
EMD-OLS 131.22 0.010120 0.164156
EMD-RR 129.58 0.009838 0.060295
EMD-LASSO 128.40 0.009749 0.066662
EMD-ELN 126.71 0.009629 0.076161
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Stock Market 

In this study, the daily close stock market from March 26, 2010 to September 25, 2017 for 
three countries, namely, Japan (JAP), China (CH), and Singapore (SNG), were employed 
to evaluate the performance of the proposed EMD-ELN and traditional methods. All 
datasets were collected from the Yahoo finance database (https://finance.yahoo.com/). In 
this application, the response variable was the daily close stock market of SNG, while the 
predictor variables were the daily close stock markets of JAP and CH. Each dataset was 
divided into two parts: 70% for training (from March 26, 2010 until June 24, 2015) and 
the remaining 30% for testing.

Stock Market Results and Discussion

Figure 4 shows a graphical view of the original close daily stock market signals for CH, 
JAP, and SNG. Figure 4 shows that the signals did not show any constant value over time 
or straight lines, thereby indicating that the signals were non-stationary and nonlinear.

Figure 5 shows the plots of the decomposing components extracted by the EMD 
algorithm from the original predictor variables CH and JAP. The CH signal was decomposed 
into nine IMFs {𝐶11 𝑡 ,𝐶12 𝑡 , 𝐶13 𝑡 ,𝐶14 𝑡 , 𝐶15 𝑡 ,𝐶16 𝑡 ,𝐶17 𝑡 , 𝐶18 𝑡 ,𝐶19 𝑡 } 

{𝐶21 𝑡 ,𝐶22 𝑡 ,𝐶23 𝑡 ,𝐶24 𝑡 ,𝐶25 𝑡 ,𝐶26 𝑡 ,𝐶27 𝑡 } 

 and 
one residual r1(t) component, while the JAP signal was decomposed into seven IMFs 
{𝐶11 𝑡 ,𝐶12 𝑡 , 𝐶13 𝑡 ,𝐶14 𝑡 , 𝐶15 𝑡 ,𝐶16 𝑡 ,𝐶17 𝑡 , 𝐶18 𝑡 ,𝐶19 𝑡 } 

{𝐶21 𝑡 ,𝐶22 𝑡 ,𝐶23 𝑡 ,𝐶24 𝑡 ,𝐶25 𝑡 ,𝐶26 𝑡 ,𝐶27 𝑡 }  and one residual r2(t) component 
with different characteristics (i.e. frequency and wavelength). 

Figure 4. Plots of original signals 
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Table 4 illustrates the values of the VIF test of multicollinearity among the 
decomposition components. The results of the VIF test shows that several decomposition 
components obtained values larger than 10 (𝐶19 𝑡 ,  𝑟1 𝑡 , and  𝑟2 𝑡 > 10), which 
indicates that high multicollinearity exists among the decomposition components. 

Table 5 illustrates the results of the compared methods, which depend on the 
values of 

𝛼

0 ≤ 𝛼 ≤ 1

𝜆   

𝜆 > 0

𝜆 = 0

 𝛼 = 0
𝛼 = 1

 and were selected by 10-fold CV. The results show that the EMD-ELN 
outperformed its competitors. It had the smallest 𝑅𝑆𝑆 (𝑅𝑆𝑆= 486.5276 at  that resulted 
in an optimal balance between variance and bias-square. For the variable selection, the 
EMD-ELN was the best method for selecting decomposition components that exhibit 
high multicollinearity. These chosen components included the eleven components in the 

(a) (b)
Figure 5. Decomposition of: (a) CH; and (b) JAP signals via EMD

Table 4
VIF test

EMDEMD 𝐶11 𝑡 𝐶12 𝑡 𝐶13 𝑡 𝐶14 𝑡 𝐶15 𝑡 𝐶16 𝑡 𝐶17 𝑡 𝐶18 𝑡 𝐶19 𝑡
VIF 1.04 1.02 1.05 1.23 1.12 1.52 1.52 4.19 172.0

EMD  𝑟1 𝑡 𝐶21 𝑡 𝐶22 𝑡 𝐶23 𝑡 𝐶24 𝑡 𝐶25 𝑡 𝐶26 𝑡 𝐶27 𝑡  𝑟2 𝑡
VIF 326.4 1.03 1.02 1.01 1.09 1.14 1.13 2.14 138.5

EMD 𝐶11 𝑡 𝐶12 𝑡 𝐶13 𝑡 𝐶14 𝑡 𝐶15 𝑡 𝐶16 𝑡 𝐶17 𝑡 𝐶18 𝑡 𝐶19 𝑡
VIF 1.04 1.02 1.05 1.23 1.12 1.52 1.52 4.19 172.0

EMD  𝑟1 𝑡 𝐶21 𝑡 𝐶22 𝑡 𝐶23 𝑡 𝐶24 𝑡 𝐶25 𝑡 𝐶26 𝑡 𝐶27 𝑡  𝑟2 𝑡
VIF 326.4 1.03 1.02 1.01 1.09 1.14 1.13 2.14 138.5

VIF
EMD
VIF
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final model that had different signs on the response variable. The EMD-LASSO failed to 
select any decomposition components with high correlation, while the EMD-ELN could 
remove (like C19 ) or chose the components that exhibited high correlation (like r1 and r2  
components) in the final model.

Table 5
Comparison of different methods for stock market application

Method Parameter(s) RSS Bias2 Var Variable Selection
EMD-OLS λ = 0 759.3457 2.168e-29 0.5784  All
EMD-RR λ = 0.33320, ∝ = 0 487.0063 2.005e-32 0.0424  All
EMD-LASSO λ = 0.04205, ∝ = 1 489.6050 1.632e-34 0.0382  {C 11( t) ,  C 14( t) ,  C 21( t) , 

C 11( t)}
EMD-ELN λ = 0.43233, ∝ = 0.02 486.5276 5.545e-33 0.0320 {C 11( t) ,  C 12( t) ,  C 24( t) , 

C 18( t) ,  r 1( t) ,  C 21( t) , 
C 22( t) ,  C 23( t) ,  C 26( t) , 

C 27( t) ,  r 2( t)}

CONCLUSION 

In this paper, we developed a hybrid EMD-ELN method using non-stationary and nonlinear 
predictor variables. The proposed method can be used to determine which of decomposition 
components through the EMD of the original non-stationary and nonlinear predictors have 
the most effect on the response variable.  

The results of the numerical experiments and stock market applications prove that the 
EMD-ELN method is highly capable of identifying the decomposition components with 
the most effect on the response variable in the presence or absence of multicollinearity 
and building a model free from multicollinearity. The proposed EMD-ELN also achieves 
a balance between bias and variance.
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ABSTRACT

Lane-changing (LC) problem may cause serious accidents or create a painful traffic jam 
at multi-lane roads. Existing LC simulation model was created with some limitations (less 
fitted, without velocity and acceleration profiles, high curvature) by using well known 
trajectory curve such as Hyperbolic Tangent Curve (HTC), Sine-Based Curve (SC), 
Polynomial Curve (PC). In this study, a new parametric curve had been proposed by using 
curvilinear coordinate system and fitted against Next Generation Simulation (NGSIM) real 
dataset. Further, new profiles of velocity and acceleration were designed using the proposed 
LC trajectory curve. The curvature of proposed model was zero-based curvature both at 
LC starting and ending points. This proposed curvature was compared with two models 
such as HTC and SC. The average root-mean-square-error of proposed model decreased 
with 1.84% for left LC and 15.48% for right LC compared to HTC model and 1.74% for 
left LC and 15.60% for right LC compared to SC model. Similarly, the proposed model 
for velocity and acceleration profiles improved significantly from PC model. The proposed 
parametric curve solves the gap and collision points of LC vehicle with a front vehicle and 
rear vehicle at target lane and can be used in real LC path planning. 

Keywords: Acceleration profiles, parametric curve, 
speed, trajectory planning 

INTRODUCTION

Lane Changing Trajectory (LCT) planning 
is an important model for identifying and 
ensuring the safeness in any traffic systems 
where this model helps to predict the gap 
acceptance, and to plan LC dynamical 
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trajectory about the longitudinal and lateral movements (Yang et al., 2018). The trajectory 
planning has been developed from more than two decades. Few simulation models were 
developed for LCT system such as Quintic Bezier Curves (QBC), Spline-Based Curve 
(SBC), non-smooth Dijkstra algorithm and Multi Order Polynomial Curve (MOPC) for 
urban and freeway roads. Testing the simulation model by real trajectory data is required 
for this development, because the model based on simulation data poorly fits in the real 
traffic data (Zhou et al., 2017). 

The QBC is used in LCT planning for shortest-distance and smoothness path, time-
optimal and comfortable journey.  Shen et al. (2017) addressed the trajectory planning based 
on the fifth order QBC for a comfortable journey. They implemented this curve with a few 
mini-mature vehicles in LC scenarios to test comfort measurement. However, their results 
were unrealistic as there was no error testing between the proposed path planning and real 
trajectory planning for longitudinal and lateral path positions. Meanwhile, González et 
al. (2016) and Kawabata et al. (2013) found that although QBC was very smooth, it was 
only applied on unicycle trajectory and agreed that high-degree QBC lost flexibility at the 
trajectory. 

The parameters of MOPC are described by acceleration, speed and position constraints. 
Sometimes, inexperienced driving causes uncomfortable journey at the time of LC. Wang 
and Zheng (2013) provided a simulation model for LCT planning using MOPC without 
testing the with real vehicle trajectory. A few researches only assumed that the acceleration 
and velocity at the starting and ending points were zeros to generate the PC-based lateral 
trajectory model (Resende & Nashashibi, 2010; Wang & Zheng, 2013; You et al., 2015; 
Ntousakis et al., 2016; Chebly et al., 2017). 

Heil et al. (2016) developed the PC-based LCT planning and found the computational 
cost by using maximum acceleration and overshooting behaviour. Connors and Elkaim 
(2007) had successfully overcome collision points during LC. They used the trajectory 
planning based on SBC to overcome any obstacle point. SBC is very important for 
smoothness at the corner between two straight lines with limitation that the continuous 
velocity was not possible at this corner point (Sanchez-Reyes & Chacón, 2018). Therefore, 
the most of LCT model developed using the MOPC model, but most of the research still 
only assumed its velocity and acceleration profiles at the starting and ending points were 
zeros, in which these assumptions were unrealistic. Wang et al. (2018) explored another 
lateral trajectory path based on SC and a longitudinal trajectory line. Their trajectory model 
still assumed zeros for lateral velocity and acceleration. 

 Zhou et al. (2017),  modified a reference angle-based trajectory planning model using 
HTC. The curvature and fitted values were compared with PC and SBC, in which modified 
HTC performed better than other two models. They suggested that the reference angle 
could only be determined by vehicle traveling data recorders. So, data extracted from still 
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video camera cannot be employed in reference angle adopted trajectory model whereas 
this type of data is very popular (Wan et al. 2020). Yang et al. (2018) modified the MPOC 
model in order to determine LCT curve and found that the starting and ending points 
were non- zeros as assumed previously by other researchers. However, they assumed the 
vehicle at ending point was parallel to the target lane. If a vehicle is parallel to the target 
lane, then the lateral velocity should be zero as non-lateral movements. Therefore, that 
assumption is also unrealistic. 

Katrakazas et al., (2015) discovered that there were two important types of findings 
for LCT problems

1. The best geometric trajectory was necessary for LC vehicle. It indicates that the 
curvature at every point on the curve was to be as small as possible, besides the 
curvatures at starting and ending points were nearly zero for comfortable journey. 

2. The realistic vehicle dynamical system was very important for path planning. The 
vehicle LC time versus position, vehicle LC time versus velocity and vehicle LC 
time versus acceleration should be validated by real trajectory. 

In this study, a new parametric trajectory curve, velocity and acceleration profiles 
were proposed by using curvilinear motion planning. The proposed trajectory curve was 
fitted with NGSIM data. Further, the curvature of the trajectory curve was calculated and 
compared with HTC and SC models. Furthermore, the velocity and acceleration profiles 
were compared with PC model.

METHODS

The Curvilinear Motion Planning (Rectangular Coordinates) 

Let X, Y  be the coordinate frame where the horizontal direction is represented by the 
x-axis and the vertical direction is represented by the y-axis. The rectangular coordinate 
system represents the vehicle’s longitudinal and lateral positions, respectively, 𝑋 𝑡

𝑌(𝑡)

 𝑃(𝑡) = [𝑋(𝑡),𝑌(𝑡)]

𝑃 𝑡

 and 
𝑋 𝑡

𝑌(𝑡)

 𝑃(𝑡) = [𝑋(𝑡),𝑌(𝑡)]

𝑃 𝑡

. So, the position of the vehicle, at any given time t, is 

𝑋 𝑡

𝑌(𝑡)

 𝑃(𝑡) = [𝑋(𝑡),𝑌(𝑡)]

𝑃 𝑡

, where   
is the position of the cartesian system and t is the time during LC.

Trajectory Curve 

The parametric function for LCT planning is identified due to the nature of the function, 
which is continuous, low curvature; and because they ensure easy computation and time-
saving trajectories. The parameters of this functions represent the positioned coordinates 
of the LCT with respect to time. But for the aggressive driver, parameters’ values must 
be changed quickly to reach the target point. Further, we propose a lateral velocity and 
acceleration profiles for vehicle motion.  Equation 1 and 2 represent for longitudinal 
movement and lateral movement respectively to identify velocity and acceleration: 
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Longitudinal position (Y. Y. Wang, Pan, Liu & Feng, 2018),

𝑋 𝑡 = 𝑢0t + 𝐿0,   for    𝑇𝑜𝑟𝑖𝑔𝑖𝑛 ≤ t ≤ 𝑇𝑡𝑎𝑟𝑔𝑒𝑡

𝑌 𝑡 = 𝐿𝑌𝐷
2

tanh 𝑡1 − 𝑡 + 𝐿𝑌𝐼𝐷, for  𝑇𝑜𝑟𝑖𝑔𝑖𝑛 ≤ t ≤ 𝑇𝑡𝑎𝑟𝑔𝑒𝑡

    (1)

Lateral position of proposed curve,𝑋 𝑡 = 𝑢0t + 𝐿0,   for    𝑇𝑜𝑟𝑖𝑔𝑖𝑛 ≤ t ≤ 𝑇𝑡𝑎𝑟𝑔𝑒𝑡

𝑌 𝑡 = 𝐿𝑌𝐷
2

tanh 𝑡1 − 𝑡 + 𝐿𝑌𝐼𝐷, for  𝑇𝑜𝑟𝑖𝑔𝑖𝑛 ≤ t ≤ 𝑇𝑡𝑎𝑟𝑔𝑒𝑡   (2)

where, uo is initial velocity, Lo is initial longitudinal position during LC, Torigin   and 
Ttarget  are starting time and ending time of LC respectively. In Equation 2, the parameter 
LYD represents to the total lateral displacement during LC wherein it is positive for Left 
LC (LLC) and negative for Right LC (RLC). The range of total lateral displacement,LYID 
is [2.8,4] for LLC and [–4,–2.8] for RLC scenarios. LYID is ordinate of middle position 
of LC starting and ending points and t 1 is the such time that vehicle arrives at middle 
position of starting and ending positions. Where, 𝜎 is a weighted parameter represents to 
be estimated. Figure 1 depicts the parameters movement on RLC and LLC scenario using 
Equations 1 and 2. These parametric functions are fitted the LLC and RLC in order to find 
LCT in lane width, middle position of LC starting and ending points are initially used, 
when a driver needs to change the lane. Figures 2 and 3 are time versus RLC and LLC 
positions respectively using Equation 2 where the vehicle lateral position is decreasing 
for RLC, and increasing for LLC. 

Velocity Profile 

The longitudinal and the lateral positions are represented by Equation 1 and 2 with respect 
to time respectively. The lateral displacement per unit time was found by taking the 
derivative with respect to time, then the lateral velocity of the vehicle comes out. Similarly, 
longitudinal velocity was calculated by differentiation with respect to time.

The vehicle velocity vector is parallel to the tangent line on the position vector of 
the parametric path, where the lateral velocity is zero and the longitudinal velocity is 
linear motion before LC. When LC starts, the value of lateral velocity increases, but the 
longitudinal speed remains in the previous speed. However, for the motion control and 
path planning of the vehicle, this velocity profile is suitable to overcome the smoothness 
and curvature limitation. 

If a LC starts from zero second and finishes at eighth second, then time interval is [0,8] 
seconds, but some aggressive vehicles are very fast, and their LC time interval is [0,6] 
seconds (Zhou et al., 2017). The LC processing starts from time, t = 0, and the velocity 
function is increasing until vehicles arrive at the middle position of two lanes. After that, 
velocity decreases for merging with the target lane. Since, the lateral velocity is not very 
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Figure 1. RLC and LLC traffic scenarios

Figure 2. Parametric RLC path planning for lateral 
position

Figure 3. Parametric LLC path planning for lateral 
position

fast, the total LC velocity mostly depends on the longitudinal velocity for arriving at target 
lane in time. The longitudinal and lateral velocities shown in Equation 3 and 4 respectively 
where the Equation 1 and 2 are differentiated with respect to t.

Longitudinal velocity,

𝑣𝑋 𝑡 =  𝑢0, for    𝑇𝑜𝑟𝑖𝑔𝑖𝑛 ≤ t ≤ 𝑇𝑡𝑎𝑟𝑔𝑒𝑡      (3) 

Lateral velocity,

𝑣𝑌 𝑡 = −𝜎𝐿𝑌𝐷
2

 𝑠𝑒𝑐ℎ2𝜎 𝑡1 − 𝑡 for   𝑇𝑜𝑟𝑖𝑔𝑖𝑛 ≤ t ≤ 𝑇𝑡𝑎𝑟𝑔𝑒𝑡   (4)
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Figure 4 represents the longitudinal and lateral velocities by using Equations 3 and 
4 where longitudinal velocity is parallel to the horizontal line, and lateral velocity is a 
smooth curve during LC.

Acceleration Profile

A comfortable journey should adopt low lateral acceleration according to Katrakazas et al. 
(2015) work. Since, this study uses the smooth lateral velocity and constant longitudinal 
velocity based on Equation 3 and 4, respectively. The longitudinal and lateral accelerations 
presented in Equations 5 and 6 respectively by using the differentiation of Equations 3 
and 4 during LC.

Longitudinal acceleration,

𝑎𝑋 𝑡 =  0 for    𝑇𝑜𝑟𝑖𝑔𝑖𝑛 ≤ t ≤ 𝑇𝑡𝑎𝑟𝑔𝑒𝑡      (5)

Lateral acceleration,

𝑎𝑌 𝑡 = 𝜎2𝐿𝑌𝐷𝑠𝑒𝑐ℎ2𝜎 𝑡1− 𝑡  tanh 𝜎 𝑡1 − 𝑡 for    𝑇𝑜𝑟𝑖𝑔𝑖𝑛 ≤ t ≤ 𝑇𝑡𝑎𝑟𝑔𝑒𝑡 (6)

Figure 5 represents the longitudinal and lateral acceleration where longitudinal 
acceleration is zero according to Equation 5, and lateral acceleration is a smooth curve 
using Equation 6.

DATA PROCESSING

Dong et al. (2017) had estimated the starting and ending points of LC with less standard 
deviation and limited mean error from US 101, NGSIM dataset. This data set included the 
longitudinal and lateral position of LC vehicle with other surrounding vehicles, such as a 

Figure 4. Longitudinal and lateral velocities of the 
parametric curve LC times

Figure 5. Longitudinal and lateral accelerations of 
parametric curve during LC
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front vehicle, lag vehicle on the current lane and front vehicle, rear vehicle on the target 
lane. This dataset included groups of LC vehicle with surrounding. Every group had five 
vehicles, such as a front vehicle, lag vehicle on the current lane and front vehicle, rear 
vehicle on the target lane. The study used 200 LC vehicles to fit the proposed LCT model 
during LC.

Every vehicle in a group had 20 s longitudinal and lateral velocity and longitudinal and 
lateral acceleration profiles time series microscopic data where the data resolution was 0.1 
second (Li et al., 2016). This dataset also included the LC starting and ending position of 
LC vehicle, and the movement position of other surrounding vehicles. The LC duration 
depended on the starting and ending points of the trajectory data. Before starting point, 
the longitudinal and lateral positions were before LC data, and after the ending point, the 
positioning data were after LC data. During LC, for getting the average longitudinal velocity 
and lateral velocity of every vehicle, the total longitudinal and lateral displacement was 
divided by the total time. Similarly, longitudinal acceleration and lateral acceleration were 
found from longitudinal velocity and lateral velocity respectively.

RESULTS AND DISCUSSION

As mentioned previously, one of the limitations of reference angle, the value only can 
be collected from vehicle traveling data recorders, but not from still video camera as in 
NGSIM. So,  Zhou et al. (2017) adopted parameters (average velocity, longitudinal distance 
and reference angle) were modified using coordinate geometrical system, as shown in 
Appendix A. In addition, another SC model is proposed by Wang et al. (2018) also shown 
in Appendix B. Both of HTC and SC were used to compare the efficiency of the proposed 
parametric curve.  

Equations 1 and 2 present a longitudinal and lateral positions of the LC. By using 
parameters’ values-LYD and LYID,  t 1, u0 and L0, the proposed curve was fitted to 200 LC 
vehicles’ trajectories. The only parameter’s value, 𝜎 was tested by using initial value 0 to 
1 because it was a weighted parameter. So, this study found the more fitted value of 𝜎 is 
0.56. In addition, the fitted curves and real trajectory curves were compared. 

Curvature Estimation 

Equation 7 (Léger, 1999) was applied for determining the curvature value of proposed 
parametric curve, and compared to  HTC and SC curves.

Curvature, 𝑘 =
𝑦′′

1 + 𝑦′2 3
2�

      (7)

where, 
𝑘 =

𝑦′′
1 + 𝑦′2 3

2� and 
𝑘 =

𝑦′′
1 + 𝑦′2 3

2�

 are first and second differentiations respectively of lateral displacement, 

𝑘 =
𝑦′′

1 + 𝑦′2 3
2�

 with respect to longitudinal displacement, x by using Equations 1 and 2. The maximum 
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values of the curvature were not more than 0.006 for LLC and 0.009 for RLC shown in 
Figure 6 and Figure 7. These curvature values were nearly zeros at the starting and ending 
points of the curve. Therefore, the proposed curve provided the comfortable journey 
according to the small curvatures at the starting and ending points during LC as a challenge 
of Katrakazas et al. (2015) study. 

The curvature of the proposed curve is shown in Figures 6 and Figure 7 by using 
Equation 7, and these curvatures are lower than the HTC and SC proposed curvatures. 
However, by using the LCT in the parametric curve, the driver not only determines the 
vehicle path, but also follows the longitudinal and lateral velocity and acceleration profiles 
with respect to their desired dynamics and gaps at the target lane. Many other information 
can also be collected by using the prediction curve besides the proposed model can generate 
different trajectories which follow the aggressive and non-aggressive drivers by changing 
the values of the initial parameters of the prediction curve.

Figure 6. The curvature for LLC Figure 7. The curvature for RLC

Trajectory Curve Validation 

For validation test, the total of 200 LC real trajectory data (100 LLC and 100 RLC data) 
were randomly taken from 200 groups of vehicles LC scenarios for NGSIM data. The 
parameters’ values of prediction trajectory curve were used to adjust with the real trajectory 
vehicle position. Table 1 shows that the average Root Mean Square Error (RMSE) values 
where the intervals of total lateral distance of RLC and LLC were [3.3, 4.4] meters and [2.7, 
5.4] meters respectively. The middle longitudinal point and the middle lateral point were 
situated in the middle coordinate of the trajectory curve. The middle coordinate changed 
for every trajectory curve, because the LC position of every trajectory was different. But 
the ranges of total longitudinal LC distance were [25, 85] meters for RLC and [30, 93] 
meters for LLC real data. The total LC time depended on aggressive driving or regular 
driving. Here, the ranges of total LC time are [5.5, 8.9] seconds for RLC and [4.8, 8.8] 
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seconds for LLC appeared in the dataset. These dynamical parameters of the curve were 
collected from real dataset to fit this curve with real trajectory planning. 

The total 100 LLC and 100 RLC vehicles data were tested by using proposed trajectory 
model, HTC model and SC model. The HTC and SC models used the Equation 8 and 9 
respectively where Equation 8 was adopted in Appendix A, and Equation 9 was adopted 
in Appendix B. The average RMSE values of used models are presented in Table 1 for 
comparison of the proposed model. The average RMSE of proposed parametric curve for 
LLC and RLC were 0.2795 and 0.2179 respectively, where proposed model improved 
1.84% from HTC, and 1.74% from SC for LLC, and 15.48% from HTC, and 15.60% 
from SC. 

Figure 8 shows the lateral displacements of RLC vehicles along our proposed curve, 
HTC, SC and real trajectories of NGSIM data sets. The real trajectory of a vehicle 
(randomly selected from 100 groups of vehicles) for RLC are represented. Figure 9 shows 
the longitudinal movements according to Equation 1 and the same vehicle longitudinal 
movements. This study used the Wang et al. (2018) proposed longitudinal movements 
line due to use the determination of the curvature, velocity and acceleration.  Figure 8 
clearly shows that the lateral displacements of parametric curve are similar to that of the 
real trajectory curve, and better than the HTC and SC due to movement of the proposed 
curve and real trajectory.

Table 1
The parametric curve fitting RMSE value using 200 vehicles data

Proposed 
(LLC) HTC (LLC) SC (LLC) Proposed 

(RLC) HTC (RLC) SC (RLC)

Average RMSE (m) 0.2795 0.2848 0.2845 0.1719 0.2033 0.2036
Improved proposed 

model
From
1.84%

From
1.74%

From
15.48%

From
15.60%

Figure 7. The curvature for RLC

Figure 8. Lateral movement of RLC Figure 9. Longitudinal movement of RLC  
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Similarly, Figure 10 represents the lateral displacements of our proposed curve, HTC, 
SC and real trajectory of a vehicle (randomly selected from 100 groups of vehicles) for 
LLC. Figure 11 shows the Wang et al. (2018) proposed longitudinal movements and real 
vehicle longitudinal movements. Figure 10 also clearly shows that the lateral displacements 
of parametric curve are similar to that of the real trajectory curve, and better than the HTC 
and SC due to similar reason as mentioned above for Figure 8. This research does not 
consider any modification model for longitudinal movements.

Velocity and Acceleration Profiles Validation

Recently, Ali et al. (2019), Gu et al. (2019), and Li et al. (2016) applied the data smoothing 
process for using NGSIM data on other traffic researches. The velocity and acceleration data 
cannot be applied directly in any model because they have many noises. In addition, these 
two trajectories were derived from positional information (Thiemann et al., 2008). In this 
reason, the above-mentioned studies employed the data smoothing technique. Therefore, 
for validation testing of velocity and acceleration profiles, this study applied the spline-
based interpolation by using MATLAB Curve Fitting Package. This similar procedure was 
applied for trajectory model testing by Wang et al. (2018). 

The Equation 4 represents the simulated lateral velocity, and real lateral movements 
generated the real lateral velocity wherein every LC vehicle has velocity and acceleration 
trajectories. To test the validation, this study compared the simulated and real lateral 
velocities and accelerations by using RMSE value. The validation tests considered 100 
LLC vehicles and 100 RLC vehicles. These trajectories were formed in a same time frame. 
Therefore, every LC vehicle adopted the RMSE value whereas Table 2 shows the average 
RMSE values in which proposed velocity and acceleration models were better than PC-
based velocity and acceleration models.  

Figure 10.  Lateral movement of LLC Figure 11. Longitudinal movement of LLC
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The test results for our proposed model revealed that respectively, the average RMSE 
of velocity and acceleration were 0.218 and 0.314 for LLC, and 0.148 and 0.238 for RLC. 
Respectively, the average RMSE for PC model of velocity and acceleration were 0.236 and 
0.362 for LLC, and 0.188 and 0.302 for RLC. Therefore, the proposed model improved 
from PC model 7.75% (velocity profile) and 13.28% (acceleration profile) for LLC, and 
21.43% (velocity profile) and 21.13% (acceleration profile) for RLC.

Table 2 
Comparative validation test results for velocity and acceleration profiles

Model RMSE(LLC) 100 vehicles RMSE (RLC) 100 vehicles
Profile Velocity Acceleration Velocity Acceleration
Proposed 0.218 0.314 0.148 0.238
PC 0.236 0.362 0.188 0.302
Improved proposed model (%) 7.75% 13.28% 21.43% 21.13%

The second challenge of Katrakazas et al. (2015) adopted in introduction of this study 
was to test the validation against real data set. Table 2 shows the validation test results using 
real data and comparisons with PC-based velocity and acceleration models. This section 
also shows the graphical comparison among real data, proposed simulation model, and 
PC model for velocity and acceleration profiles. Therefore, Figure 12 (LLC) and Figure 
13 (RLC) show the velocity profiles of proposed lateral movements using Equations 4, 11 
(Appendix C) and real vehicle data. 

Our proposed velocity was smoothly increasing before the middle of the lane and 
smoothly decreasing after the middle of the lane as shown in Figure 12 (LLC) and Figure 
13 (RLC). The dashed line represents proposed model velocity, dotted line represents PC 
model velocity while solid line represents real velocity (Figures 12 and 13). So, the proposed 
velocity profile fits more than PC model with real data. In addition, the longitudinal velocity 
is almost constant velocity because of linear movements, a similar result showed by Chebly 
et al. (2017). Figures 12 and 13 show that the velocities at starting and ending points were 
not always zeros for real vehicle, whereas PC model considered zeros at these points. This 
similar statement was proven by Yang et al. (2018).

Further, Figure 14 (LLC) and Figure 15 (RLC), show the lateral accelerations of 
proposed lateral movements of Equations 6, 12 (Appendix C) and real vehicle. Although, 
the longitudinal acceleration of prediction movements was zero shown in Equation 5 due 
to the constant longitudinal velocity as like Chebly et al. (2017).  So, the acceleration of 
simulated vehicle depended on only lateral acceleration where the lateral acceleration of our 
proposed model was smooth and flexible. The accelerations at starting and ending points 
were non-zeros, although PC model considered zeros at these points shown in Figures 14 
and 15. Therefore, the proposed model of velocity and acceleration profiles referred  better 
than PC model as fitted with real trajectory.
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CONCLUSION

The dynamical systems such as position movement, lateral velocity, lateral acceleration 
and curvature can be simplified by adopting the LCT planning model. Katrakazas et 
al. (2015) explored the challenges such as more fitted geometric curve, the continuous 
and zero-based curvatures at the initial position and ending position, and more realistic 
velocity and acceleration profiles. The curvatures of the proposed curve for LLC and RLC 
are lower than the HTC and SC curvatures. In addition, the curvature at LC starting and 
ending positions are very small and near zeros. Although, some previous LCT models 
were developed and tested by simulated vehicles, but our model is tested with 200 real 
vehicles, and shown the significant improvement. The validation test results show that the 
average RMSE of proposed trajectory model decreases with 1.84% for LLC and 15.48% 
for RLC compared to HTC model and 1.74% for LLC and 15.60% for RLC compared to 
SC model. Furthermore, the proposed model improved from PC model 7.75% (velocity 

Figure 12 Velocity profiles Figure 13 Velocity profiles

Figure 14. Acceleration profiles Figure 15. Acceleration profiles
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profile) and 13.28% (acceleration profile) for LLC, and 21.43% (velocity profile) and 
21.13% (acceleration profile) for RLC. Therefore, the proposed model adopted longitudinal 
and lateral position trajectory and velocity and acceleration profiles overcome challenges of 
Katrakazas et al. (2015) work. The lateral trajectory model includes a weighted parameter 
as aggressive driving behavior tested manually in some fixed values. Therefore, future 
research should purpose findings optimum parameters by using more real trajectory data.
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APPENDIX

Hyperbolic Tangent curve-based path planning approach:

The HTC model was proposed by Zhou et al. (2017) converted in Equation 8 using mathematical transformation. 
The lateral movements of vehicle represented by Yz(t) with respect to time t.

Yz t = Sf
2 tanh σ

ld
vd�

ld
2vd

− t + Tf    (8)

where, Sf is a scale factor, σ  is driver aggressiveness, ld is total longitudinal distance, Vd average velocity 
and Tf is a translation factor during LC action, where parameters are generated from dynamical trajectories 
except σ . This research tested four values (3, 4.3, 4.5, 7) of σ  according to Zhou et al. (2017) suggestion. The 
optimized parameter value is 4.5. 

Sine curve-based path planning approach:

Wang et al. (2018) proposed Equation 9 of lateral movements Yw(t), where t is time.

Yw t = Tl
t

t1
−

Tl
2π sin 2π

t
t1

 + Tf    (9)

where, T1 is total lateral displacement, t1 is total LC time and Tf is a translation factor, where all parameters 
are produced from dynamical trajectories. 

Polynomial curve-based path planning approach:

Chebly et al. (2017) proposed Equation 10 of lateral movements Yp(t), where t is time.

Yp t = 10Tl
t3

t13 − 15Tl
t4

t14 + 6Tl
t5

t15  + Tf   (10)

where, T1 is total lateral displacement, t1 is total LC time and Tf is a translation factor, where all parameters 
are created from dynamical trajectories. 

The lateral velocity profile is derived from Equation 10 shown in Equation 11:

Vp t = 30Tl
t2

t13 − 60Tl
t3

t14 + 30Tl
t4

t15    (11)

The lateral acceleration profile is shown in Equation 12: (Chebly et al., 2017)

Ap t = 60Tl
t

t13 − 180Tl
t2

t14 + 150Tl
t3

t15   (12)



Pertanika J. Sci. & Technol. 29 (1): 233 - 249 (2021)

ISSN: 0128-7680
e-ISSN: 2231-8526

Journal homepage: http://www.pertanika.upm.edu.my/

© Universiti Putra Malaysia Press

Article history:
Received: 21 June 2020
Accepted: 18 September 2020
Published: 22 January 2021

ARTICLE INFO

DOI: https://doi.org/10.47836/pjst.29.1.13

SCIENCE & TECHNOLOGY

E-mail addresses:
murtalabelloaliyu@gmail.com (Murtala Bello Aliyu)
mohdhafizmohd@usm.my (Mohd Hafiz Mohd)
* Corresponding author

Combined Impacts of Predation, Mutualism and Dispersal on 
the Dynamics of a Four-Species Ecological System

Murtala Bello Aliyu1,2* and Mohd Hafiz Mohd1,3 
1School of Mathematical Sciences, Universiti Sains Malaysia, 11800 USM, Penang, Malaysia 
2Department of Mathematics, Nigerian Defence Academy, Afaka, PMB 2019, Kaduna, Nigeria
3School of Mathematical Sciences, Faculty of Science and Technology, Universiti Kebangsaan Malaysia, 
43600 UKM, Bangi, Selagor, Malaysia

ABSTRACT 

Multi-species and ecosystem models have provided ecologist with an excellent opportunity 
to study the effects of multiple biotic interactions in an ecological system. Predation and 
mutualism are among the most prevalent biotic interactions in the multi-species system. 
Several ecological studies exist, but they are based on one-or two-species interactions, and in 
real life, multiple interactions are natural characteristics of a multi-species community. Here, 
we use a system of partial differential equations to study the combined effects of predation, 
mutualism and dispersal on the multi-species coexistence and community stability in the 
ecological system. Our results show that predation provided a defensive mechanism against 
the negative consequences of the multiple species interactions by reducing the net effect 
of competition. Predation is critical in the stability and coexistence of the multi-species 
community. The combined effects of predation and dispersal enhance the multiple species 
coexistence and persistence. Dispersal exerts a positive effect on the system by supporting 
multiple species coexistence and stability of community structures. Dispersal process also 

reduces the adverse effects associated with 
multiple species interactions. Additionally, 
mutualism induces oscillatory behaviour on 
the system through Hopf bifurcation. The 
roles of mutualism also support multiple 
species coexistence mechanisms (for some 
threshold values) by increasing the stable 
coexistence and the stable limit cycle 
regions. We discover that the stability and 
coexistence mechanisms are controlled by 
the transcritical and Hopf bifurcation that 
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occurs in this system. Most importantly, our results show the important influences of 
predation, mutualism and dispersal in the stability and coexistence of the multi-species 
communities.

Keywords: Dispersal, Hopf bifurcation, limit cycle, multi-species, stability, transcritical bifurcation 

INTRODUCTION 

The population dynamics of multi-species systems are substantially driven by interspecific 
interactions (Gause & Witt, 1935; Ojonubah & Mohd, 2020). There has been renewed 
interest in the role of predation in conservation (Soulé & Terborgh, 1999; Sala, 2006; 
Schmitz, 2006; Johnson et al., 2007). Several work on empirical and theoretical studies 
have addressed the effects of predation on the dynamics of the multi-species communities 
(Rosenzweig & MacArthur, 1963; Chesson, 2000). For instance, Hixon & Menge (1991) 
showed in their study that predation strength (i.e., rate at which the predator feeds on the 
prey) had a direct effect on the diversity of prey species. Predation in the multi-species 
community has been shown to preserve species coexistence when its effects are more 
prevalent than competitive interactions; on the other hand, predation can also lead to species 
exclusion (Chesson & Kuang, 2008). 

Recently, some researchers have shed some light on the dynamics of mutualistic 
interactions; (i.e., symbiotic interaction between two-species where each benefits from 
the other) (Bronstein, 2001a; Holland et al., 2002; Bever, 2003; Bruno et al., 2003). 
These studies of mutualism were carried out in one-or two-species system. In real life, 
multiple species interact in different ways. Some other studies on mutualism arrived at two 
generalisations (Holland et al., 2002); (i) the stability of the multi-species systems depends 
on how the positive feedback from mutualism is balanced with the negative feedback 
(Chesson, 2000; Bever, 2003); (ii) mutualism has direct cost and benefits that are dependent 
on density of populations (Addicott, 1979; Morales, 2000; Bronstein, 2001b). In reality, 
the maintenance of the ecosystem, ecological structure and biodiversity are well-known 
benefits that can be gained from mutualism (Aslan et al., 2013). Predation and mutualism are 
among important biotic interactions that occur in nature. The dynamics of these interactions 
are intertwined, and this has hampered the understanding of their combined effects in 
isolation (Fontaine et al., 2011; Georgelin & Loeuille, 2014). Moreover, information on 
the combined effects of predation, mutualism and dispersal on multi-species coexistence 
and community stability are poorly understood, and thus warrant further studies.

Predation and mutualism have a stabilising impact on the negative feedback when 
species population density is abundant (Holland et al., 2002; Schmitt & Holbrook, 2003; 
Holland & DeAngelis, 2010; Holland et al., 2013). An essential ecological question is 
what effects dispersal has on the interplay between predation and mutualism in a four-
species ecological system. To address this problem, we used a system of partial differential 
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equations (PDE) to gain insight on the combined effects of predation, mutualism, and 
dispersal in the ecological systems. In general, dispersal plays a vital role in conservation 
biology and spatial ecology (Hanski, 1998; Kindlmann & Burel, 2008; Kool et al., 2012). 
Dispersal facilitates the mobility of species to new environments (Bonte et al., 2003). Low 
dispersal strength has a synchronisation effect (i.e., variation in an ecological context and 
population dynamics) on large amplitude population cycles across space (Bjørnstad, 2000; 
Vasseur & Fox, 2009; Vogwill et al., 2009). The chances for dispersal-induced stability 
is low when the population cycle goes through spatial synchrony (i.e., the abundance of 
different geographical populations) (Yaari et al., 2012; Lampert & Hastings, 2016). Several 
studies have demonstrated how antagonistic interactions facilitate dispersal (Mondor et al., 
2004; Green, 2009; Poethke et al., 2010; Chaianunporn & Hovestadt, 2015; Amarasekare, 
2015). A well-known effect of antagonistic interaction is strong population cycles which 
consequencely lead to changes in species fitness (Green, 2009; Chaianunporn & Hovestadt, 
2012). 

Some studies also report that dispersal lessens the variability in species population 
and extinction (Briggs & Hoopes, 2004; Vogwill et al., 2009; Abbott, 2011). Nevertheless, 
there are conflicting evidence on how dispersal affects the multi-species communities. 
Varying abundances in species population in various geographical areas are one of the 
benefits derives from dispersal among local populations (Kendall et al., 2000; Abbott, 
2011). It has also been demonstrated that the effect of dispersal on the multi-species 
community could either be no effects, stabilising, or destabilising (Dey & Joshi, 2006; 
Steiner et al., 2013). A more recent study shows that dispersal could have both stabilising 
and destabilising effect on a multi-species ecological system (Mohd et al., 2018). Given 
all these different perspectives on predation, mutualism, and dispersal, it becomes crucial 
to investigate the combined effects of predation, mutualism and dispersal on the species 
coexistence and community stability in these multi-species systems. In general, the joint 
effects of predation, mutualism and dispersal on the multi-species communities are still 
unclear and need to be further explored.

To cover this knowledge gap, we extended the four-species interactions model (Mitani 
& Mougi, 2017) to investigate the effects of predation, mutualism, and dispersal. We 
numerically showed the impact of predation, mutualism and dispersal on the multiple 
species coexistence dynamics. Furthermore, we discussed the implications of our results 
from the perspectives of multiple species coexistence and community stability.

MATERIAL AND METHODS

Model Description

We proposed a system of PDE for the densities X(x, t), W(x, t), Y (x, t) and Z(x, t) in one-
dimension 0 ≤ x ≤ 1 (Equation 1) (Mitani & Mougi, 2017; Mohd et al., 2017):
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∂𝑋
∂𝑡 = 𝑋(𝑟𝑘  −  X −  βW −  𝑎Y +

𝑢𝑍
ℎ𝑍 + 𝑍) + 𝐷1

∂2𝑋
∂𝑥2

∂𝑊
∂𝑡 = 𝑊(𝑟𝑤  −  W −  αX) +𝐷2

∂2𝑊
∂𝑥2    (1)

∂𝑌
∂𝑡

= 𝑌(𝑔𝑎𝑋 −𝑑) +𝐷3
∂2𝑌
∂𝑥2

∂𝑍
∂𝑡 = 𝑍(𝑟𝑧  −  Z +

𝑣𝑋
ℎ𝑋+𝑋) +𝐷4

∂2𝑍
∂𝑥2

where X, W, Y, Z represent the population densities of resource, competitor, exploiter, and 
mutualist species, respectively. The parameter r k  is the rate at which the resource species 
grows; r w  is the rate at which the competitor species grows; r z  is the rate at which the 
mutualist species grows; α and β represent the strength of competition (i.e., resource 
and competitor species, respectively); a represents capture rate (i.e., the rate at which 
the exploiter species capture the prey). The term g represents the conversion efficiency; 
d represents exploiter species death; u and v represent the benefits from the mutualistic 
interactions (i.e., mutualistic strength of the resource and mutualist species, respectively); 
h x  and h z  represent the half-saturation constant of resource and mutualist species, 
respectively (i.e., density at which half the average intake of prey is achieved, irrespective of 
the prey population available). It is assumed that the self-regulation mechanism of mutualist 
species (net effect of a mutualist on the other mutualist species) is unity for theoretical 
simplicity. Equation 1 is a spatial extension of the multiple interactions type model (Mitani 
& Mougi, 2017). The system of ordinary differential equations (ODE) becomes systems 
of PDE with the addition of the diffusion term. The term D i  (i = 1, 2, 3, 4) represents the 
dispersal strength along spatial domain (x). We assumed equal dispersal strength for all the 
interacting species (D 1  = D 2  = D 3  = D 4 = 0.005). Also, we applied zero-flux boundary 
conditions for each of the interacting species (Equation 2) (i.e., no movement is allowed 
across the boundaries):

𝐷1  
∂𝑋(0, 𝑡)
∂𝑥 = 𝐷1  

∂𝑋(1, 𝑡)
∂𝑥

𝐷2  
∂𝑊(0, 𝑡)

∂𝑥 = 𝐷2 
∂𝑊(1, 𝑡)

∂𝑥
    (2)

𝐷3  
∂𝑌(0, 𝑡)
∂𝑥 = 𝐷3 

∂𝑌(1, 𝑡)
∂𝑥
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𝐷4  
∂𝑍(0, 𝑡)
∂𝑥 = 𝐷4  

∂𝑍(1, 𝑡)
∂𝑥

To solve Equation 1 with the boundary conditions as in Equations 2, we used the method 
of line. This numerical approach was implemented in XPPAUT, which provides a good 
platform for solving PDE systems in one spatial variable x. The spatial domain was divided 
into meshes of M + 1 equivalent points of xi = ih for i = 0, 1,..., M (0 ≤ x ≤ 1). The central 
difference approximation was then employed to replace the spatial derivative in Equation 1. 
In this numerical method, the zero-flux boundary conditions were encoded into the scheme 
using finite difference approximation. The resulting transformation resulted in a 4(N+1) 
ODE scheme, one for each species at spatial location xi. The regular ODE solver, cvode, 
was used for solving the resulting ODE system for t = 1000 (i.e., until steady state). The 
size of the mesh used in the numerical simulation was h = 0.09. We had also used AUTO 
to continue the steady state, in which case we tracked the stable, unstable and bifurcation 
points that arose as the parameters changed in this ecological system. It was also verified 
that the numerical results were insensitive to changes in grid spacing (i.e., by increasing 
and decreasing the number of finite difference points).

RESULT

Effects of Predation on the Dynamics of ODE and PDE Models 

Here, we discuss the vital features of the system (1) in the absence of dispersal (D=0). 
The dynamical behaviour of the ODE model (in the absence of dispersal) is represented 

Table 1
Symbols, their definitions and the parameter values used for the numerical simulations

Symbol Definition Parameter value

rk The intrinsic growth rate of resource species                               1

rw The intrinsic growth rate of competitor species                           1

rz The intrinsic growth rate of the mutualist species                       1

u Maximum benefit of the mutualistic interaction                         3
v Maximum benefit of the mutualistic interaction                         2
a Capture rate                                                                                1.8
g Conversion efficiency of the exploiter species                          0.25
d Death rate of the exploiter                                                         0.05

hx Half saturation constant of the hyperbolic functional response           1

hz Half saturation constant of the hyperbolic functional response           1

β Competitive strength of the competitor species                          0.7
a Competitive strength of the resource species                             0.2
D Dispersal strength                                                                       0.005
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Figure 1. The time series of Equation 1 with D=0. Initial species density X(0) = 0.9, W(0) = 0.3, Y(0) = 0.2, 
Z(0) = 0.8. X (black), W (yellow), Y (red) and Z (green). The diagram was plotted using XPPAUT and the 
parameter values as in Table 1.

Figure 2. Stable limit cycle of Equation 1 with D=0. Initial species density X(0) = 0.9, W(0) = 0.3, Y(0) = 
0.2, Z(0) = 0.8. X (black), W (yellow), Y (red) and Z (green). The diagram was plotted using XPPAUT and 
the parameter values in Table 1.
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in Figures 1 and 2 using the parameter values as in Table 1. Figure 1 shows the oscillatory 
dynamics in this ecological system, which are crucial properties of multi-species 
interactions. This oscillatory behaviour arises due to the salient interplay of different 
biotic factors, i.e., resource-competitor-exploiter-mutualist interactions. Subsequently, all 
the steady state is unstable, and this leads to the emergence of a stable limit cycle (Figure 
2) in which case the species population densities oscillate between some maximum and 
minimum densities.  

Since we aimed to explore how predation and mutualism shape species coexistence 
and community stability, we carried out one-parameter bifurcation analysis using a 
and u (i.e., the strength of predation and mutualistic strength, respectively). For instance, 
Figure 3 illustrates the species population densities in the absence of dispersal as a varies. 
There occurred a threshold point (a=1.437) in this co-dimension one bifurcation (Figure 
3) conforming to Hopf bifurcation (i.e., HB). This Hopf bifurcation gave births to the 
oscillatory behaviour in the ecological Equation 1. Thus, the strength of predation directly 
affects the coexistence of multiple species and the stability of community structures in 
this multiple interaction type system. As an example, when a < HB, a four-species steady-
state emerged and when a > HB, stable limit cycle occurred. The transition from a four-
species steady-state to a stable limit cycle occurred at the Hopf bifurcation point. Further, 
since the first Lyapunov coefficient was negative, this implies that the Hopf bifurcation is 
supercritical, and the limit cycle is of stable type (Figure 3).

The inclusion of dispersal qualitatively changes the dynamics of this multiple 
interactions type system. There occurred a critical value (a=0.4759) corresponding to a 
transcritical bifurcation (i.e., BP) as the parameter a changed in the system (Figure 4). At 

Figure 3. Bifurcation diagram showing the stability behaviour of the system as we vary a. D = 0. The diagram 
was plotted using XPPAUT package and the parameter values in Table 1.
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Figure 4. Bifurcation diagram showing the stability behaviour of the system as we vary a. D = 0.005. The 
diagram was plotted using XPPAUT package and the parameter values in Table 1.

this transcritical bifurcation point, we observed the exchange of stability between steady-
states (i.e., from three-species steady-state to four-species steady-state). The emergence of 
transcritical bifurcation affected species coexistence and community stability mechanisms 
of this ecological system. We discovered three-species steady-state (i.e., when a < BP) 
and four-species steady-state (i.e., when a > BP) as a changed in the presence of dispersal 
(Figure 4). We also observed that weak predation strength interacted with dispersal affecting 
species persistence (i.e., a species goes extinct) in this multiple interactions type system. 
However, for the broader region of a (a > BP), the species persistence was maintained 
as four-species steady-state occurred. Most importantly, this observation suggested that 
intense predation in the presence of dispersal supported multi-species coexistence in this 
ecological system. By comparing Figures 3 and 4, we observed an apparent qualitative 
change in the dynamics of the multiple interactions type system. Oscillatory behaviour 
dominated the dynamics of the ecological system without dispersal (Figure 3) and multi-
species coexistence steady state dominated in the presence of dispersal (Figure 4). This 
result illustrates that dispersal promotes coexistence of multiple species through the 
occurrence of stable steady-states and also limit cycles.

Effects of Mutualism on the Dynamics of ODE and PDE Models 

We first studied the effects of mutualism in the ODE system. Figure 5 shows the dynamics 
of the ecological system in the absence of dispersal as u changes. There emerged a critical 
bifurcation point as the parameter u (i.e., at u=2.741) varied, and this point corresponded to 
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supercritical Hopf bifurcation (i.e., HB). The supercritical Hopf bifurcation affects species 
coexistence and community stability in this multiple interaction type model. For example, 
there occurred a four-species steady-state when u < HB, and stable limit cycles when u > 
HB. The first Lyapunov coefficient at the Hopf bifurcation point was negative; thus, this 
confirms that the Hopf bifurcation is supercritical and the limit cycle that emerges is stable.

In the presence of dispersal, the PDE model exhibited qualitatively similar dynamics 
compared to no dispersal case (Figure 6). There existed a bifurcation point that corresponded 
to a supercritical Hopf bifurcation (i.e., at u=2.865). The Hopf bifurcation affected multi-
species composition (i.e., presence-absence of species) as u changed. The first Lyapunov 
coefficient was negative, and this indicates that the limit cycle is stable. These species 
compositions include: (i) a four-species steady-state (i.e., u < HB); (ii) stable limit cycles 
(i.e., u > HB). We further compared the result in Figures 5 and 6. We discovered a qualitative 
similar effect of dispersal which determined coexistence dynamics of this ecological system. 
The inclusion of dispersal shifted the threshold of mutualistic interaction strength to higher 
values (i.e., from u=2.741 to u=2.865), thus multi-species coexistence outcomes could be 
observed for more values of u. Overall, in the presence of dispersal, mutualism enhances 
species coexistence and community stability, compared to no-dispersal case.

We investigated the joint effects of predation and mutualism on the species coexistence 
and community stability by conducting a co-dimension two bifurcation analysis, as 
shown in Figures 7 and 8. Figure 7 depicts the effects of varying a and u in the absence of 
dispersal (i.e., D=0 in the Equation 1). We observed species compositions as follows: (i) 

Figure 5. Bifurcation diagram showing the stability behaviour of the system as we vary u. D = 0. The diagram 
was plotted using XPPAUT package and the parameter values in Table 1.
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four-species stable coexistence region (ii) stable limit cycles (four-species unstable) region. 
In the presence of dispersal (Figure 8), we had three-species stable coexistence region, 
four-species stable coexistence region and stable limit cycle region. Most importantly, by 
comparing Figures 7 and 8, we discovered that predation, mutualism, and dispersal mediate 
more species coexistence outcomes compared to no-dispersal case.

Figure 7. Bifurcation diagram showing the different coexistence dynamics in the system with no-dispersal 
(D=0) as a and u are varied. D = 0. The diagram was plotted using XPPAUT package and the parameter values 
as in Table 1.

Figure 6. Bifurcation diagram showing the stability behaviour of the system as we vary u. D = 0.005. The 
diagram was plotted using XPPAUT package and the parameter values in Table 1.
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Figure 8. Bifurcation diagram showing the different coexistence dynamics in the PDE system (1) with D=0.005 
as a and u were varied. The diagram was plotted using XPPAUT package and the parameter values as in Table 1.

DISCUSSION AND CONCLUSION

Our numerical simulation results show that the effects of predation, mutualism, and 
dispersal in the presence of other biotic interactions can affect the community stability and 
stable coexistence of species in this ecological system. Predation supports the community 
stability of multiple species in the systems (Caro & Stoner, 2003). A significant ecological 
benefit of predation is that it promotes the spatial and structural diversity of species in the 
ecosystem (Carter et al., 2015; Swanson et al., 2016). Fundamentally, our results show 
that weak predation strength in a multiple interactions type system affects species diversity 
negatively in the presence of dispersal. Specifically, weak predation endangers the exploiter 
species in these multiple species model. Although moderate and intense predation strength 
supports the stable coexistence and stability of multiple species in this ecological system, 
there are some conflicting reports on the effects of predation from experimental studies 
(Cheng et al., 2018; Quinn et al., 2016). We observed that there was a gradual reduction 
in the equilibrium population densities of the interacting species as the predation strength 
continued to increase in the absence of dispersal. However, predation can provide a buffer 
against extinction in the presence of dispersal, even when the interactions are intense. In 
general, our results show that predation coupled with dispersal in the multiple interactions 
type model are crucial for species coexistence and persistence. 

Mutualism has dual effects on the stability and stable coexistence of the multiple species 
community. Our results show that for some threshold values of u, multiple species stability 
and persistence can be preserved. For other values of mutualistic strength, the system 
exhibits oscillatory behaviour. These dual effects of mutualism shown in our results have 
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been reported in several studies (Kooi et al., 2004; Valdovinos et al., 2016; Valdovinos et 
al., 2018; Addicott, 1998; Herrera, 1998; Parker, 1999). Overall, our results provide insights 
into the significance of mutualism in the understanding of the natural world. We caution that 
there is a high probability of extinction of species in the occurrence of stable limit cycles 
as population density continues to fluctuate between some maximum to minimum densities 
which are close to zero (Mohd, 2019). In contrast to our finding, earlier studies carried out 
by Rosenzweig (1971) and Wright (1989) reported that mutualism had no impacts on the 
diversity of species in an ecological system. From the conservation viewpoint, mutualism 
supports multiple species coexistence for some critical values in this ecological system. 
This finding is in agreement with the reports that mutualism supports species richness 
(Pascual-García & Bastolla, 2017; Chomicki et al., 2019; Bascompte, 2019; Martignoni 
et al., In Press).

The results in this work also show that dispersal has a qualitative effect on these 
multiple interactions type model. Dispersal increases the initial amplitude of oscillation 
in the ecological system. This result is in contrast with the report of (Laan & Fox, 2019) 
which observed that dispersal had no effect on the amplitude of oscillation in a multiple 
interactions type system. The positive effects of dispersal on these multiple interactions 
type system support the persistence and coexistence mechanisms of species (Kot et al., 
1996; Kerr et al., 2002; Mohd et al., 2018). An exciting consequence of dispersal is that 
it increases the extent of geographical areas for interacting species, and this supports the 
notion of biodiversity of species (Godsoe et al., 2015; Dytham, 2009). The occurrence of 
oscillatory behaviour in this system suggests that there are other mechanisms outside the 
paradox of enrichment that drive population cycle (Rozhnova et al., 2013; Barraquand et 
al., 2017).

The bifurcation results in this work have demonstrated the role of bifurcation analysis 
in understanding the coexistence and stability behaviour of a multi-species community. 
Specifically, our bifurcation result shows the dynamics that occur in this ecological system 
and the threshold values at which they occur. Furthermore, the bifurcation results illustrate 
the presence of transcritical and Hopf bifurcation as we vary a and u, respectively. The 
transcritical bifurcation affects the extinction and survival of the exploiter species from the 
system as a result of stability change, and the Hopf bifurcation causes a transition from a 
stable steady-state to limit cycles with increasing amplitude over time. These two dynamics 
have shed some light on the possible outcomes of multiple interactions type system. In 
particular, our results show that predation, mutualism and dispersal are essential forces 
that determine the stability and coexistence of multiple species. 

In conclusion, the numerical simulations result in this study shows the influential roles 
of predation, mutualism and dispersal in the maintenance of the multi-species ecological 
systems. The results in this work will serve as valuable reference material for species 
conservationists and managers in maintaining the biodiversity of species. 
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ABSTRACT

Dynamic stability of elastic structures is a fascinating topic. Many researchers have 
examined the problem theoretically considering a cantilever column under a tip-concentrated 
tangential load, the so-called Beck column. Experimental verification is demanded since 
the critical load of Beck column is found to be approximately eight times to that of the 
classical Euler column. Different types of testing procedures are being adopted to create 
the follower force. Among them, notable Willems experimentation provides the critical 
load close to that of Beck column. Investigations made by other researchers indicate the 
controversy associated with modeling and testing of Willems on Beck column. Such an 
intriguing problem of structures loaded by non-conservative forces is revisited here through 
a simple mathematical formulation. This paper confirms the adequacy of Willems approach 
on Beck column and the wrong critical load assessment of others. It indicates the possibility 
on the practical realization of follower forces 

Keywords: Beck column, coalescence frequency 
parameter, critical load parameter, dynamic stability, 
frequency parameter, tip-angle, tip–concentrated 

tangential load

INTRODUCTION

Space launch vehicles subjected to 
aerodynamic (drag) forces acting at the 
top and along the axis of the vehicle are 
modeled as columns under compressive 
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loads. To assess their structural integrity, overall stability analysis will be performed for 
the flight conditions. After Beck in 1952, the problem of a cantilever column subjected to 
a follower load at its free-end has been solved adopting different techniques (Anderson & 
Thomsen, 2002; Langthjem & Sugiyama, 2000a; Langthjem & Sugiyama, 2000b; Rao & 
Rao, 1989a; Rao & Rao, 1989b; Rao & Rao, 1990; Rao & Rao, 1991; Madhusudan et al., 
2003; Zahharov et al., 2004; Kwasniewsi, 2010; Mutyalarao et al., 2012). Timoshenko 
and Gere (2012) had emphasized experimental verification on the critical load of Beck 
column. Sugiyama et al. (2000), Sugiyama (2002), and Sugiyama et al. (2019) had mounted 
a solid rocket motor at a free-end of the cantilever column for generating a tip-concentrated 
sub-tangential follower force and conducted experiments. They had demonstrated the 
stabilization of the system due to rocket thrust. However, their test results were found 
to be well below the critical load estimates (Mutyalarao et al., 2017). Tomski and Uzny 
(2013) had considered a slender system under a conservative load (in which the direction 
of force was towards the positive pole) and a non-conservative load (generating the Beck’s 
load through a reaction engine), whose investigations were well documented in (Tomski 
et al., 1998; Tomski et al.,2007; Tomski & Szmidia, 2004; Tomski & Uzny, 2008; Tomski 
& Uzny, 2010; Tomski & Uzny, 2011).   Willems (1966) had adopted a simple procedure 
to perform experiments. Though the critical load of Willems configuration was close to 
that of Beck’s column, Huang et al. (1967) had presented theoretical analyses of Willems 
column and Beck column creating difference only in the fourth boundary condition. They 
recommended that Willems test results were not representing the Beck column. Augusti 
et al. (1967) had made discussion on the Willems experimental investigations. In his 
author’s closure (Augusti et al., 1967), Willems accepted the difference in the treatment 
of Beck’s problem and his experimentation. He claimed that his experimentation fulfilled 
the boundary conditions of the Beck’s problem. Huang et al. (1967) had created a fourth 
boundary condition for the Willems column, which provided the same load versus frequency 
curve for the first mode of the Beck column, whereas for the second mode, the curve cut  
the load axis instead of coalescing with the first mode curve. Coincidentally, the second 
mode curve cut the load axis matched with the Willems test results. It should be noted that 
the fixed point of the column axis at a distance δ  from the free end should be same only 
at the coalescence point, whereas it changed with the load parameter and the frequency 
parameter. Huang et al. (1967) had considered sameδ  value in the Willems column for 
the first and second modes. Due to this reason, the load versus frequency curve matched 
well with the first mode of the Beck column and differed drastically with the second mode. 
However, Huang et al. (1967) analysis results with fictitious fourth boundary condition for 
Willems column created great confusion for many researchers including Willems.  

Elishakoff (2005a, 2005b) had stated that Willems experiment was “deposed”. The 
load by the follower force directed towards the pole is not representing the Beck’s force 
(Tomski et al., 1998; Tomski & Uzny, 2008). Motivated by the work of the Willems (1966) 
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and Huang et al. (1967), a simple mathematical formulation is presented here to resolve 
the controversy associated with the approach of Willems on applying tangential load to 
cantilever column at free end.

Figure 1. Deformation of a cantilever 
column subjected to a concentrated 
Follower load at its free-end (Mutyalarao 
et al., 2012; Mutyalarao et al., 2017)

MATHEMATICAL FORMULATION

Figure 1 shows the deformation of a cantilever 
column subjected to a tip-concentrated follower 
load )(P  having tip-angle ).0(φ ’s’ is the length of 
the deflection curve from the tip. ( )sφ  is the angle 
between the tangent to the deformed column and its 
vertical axis. 

From the  moment -curva ture  ( )1−− ρM  
relationship, Mutyalarao et al. (2017) have presented 
a system of nonlinear differential equations for large 
deflections of a cantilever column. They are briefly 
presented below as Equation 1, 2 and 3 for clarity.

ds
d

EI
M φ

ρ
==

1

   
[1]

Here, 

TAP MMMM ++=   [2]

The bending moment produced by the tangential load ( )PM , and by the action of 
inertia forces ( )TA MM , are as in Equation 3, 4 and 5

( ) ( ) ( ) ( )XXPYYPM aaP −×+−×−= 0sin0cos φφ    [3]

( ) ( ){ } ( ) ( ){ }∫ ∫ −Ω−=−=
S S

A dtYtsYmudtYtsYumM
0 0

2 ,,,, ζζζζ  [4]

( ) ( ){ } ( ) ( ){ }∫ ∫ −Ω−=−=
S S

T dtXtsXmvdtXtsXvmM
0 0

2 ,,,, ζζζζ  [5]

E is the Young’s modulus of the column material. I is the moment of inertia. L is the 
column length. m is the mass per unit length of the column. ( ) ( )YsLXvu ,, +−= , are 
the column deflections. ( )YX ,  are the deformed column coordinates. Harmonic motion 
assumed for the deflections ( )vu,  in Equation 4 and 5, which obey Equation 6 and 7
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02 =Ω+ uu         [6]

02 =Ω+ vv         [7]

Ω  is the circular frequency and over dots denotes differentiation with respect to time, t.
The deformed column coordinates can be obtained from

( ) ( ) ( ) ( )∫∫ =





=⇒=

1
sin,cos,,sin,cos,

η
ηφφφφ d

L
Y

L
XyxdsYX

L

s
 [8]

Here, 
L
s

=η . At s = 0, Equation 8 gives the column tip-coordinates ),( aa YX . 

Equation 1 and 8 are differentiated with respect to s. Defining; ∫ −−=
η

ξξ
0

)1( dxH

; ∫=
µ

ξ
0

dyV ; load parameter, 
EI

PL2

=λ ; frequency parameter, 
EI
mL2Ω=ω , the governing 

equations are written in non-dimensional form as Equation 9, 10, 11, 12 and 13 (Mutyalarao 
et al., 2012; Mutyalarao et al., 2017)

0)cossin())0(sin( 2 =++−+′′ φφωφφλφ VH     [9]

0)1( =−−−′ xH η        [10]

0=−′ yV          [11]

0cos =+′ φx         [12]

0sin =+′ φy         [13]

The boundary conditions for Equation 9 - 13 are as in Equation 14 and 15

0),0( ===′= VHφφφ  at η  = 0       [14]

0=== yxφ η  = 1       [15]

Primes denote differentiation with respect to η . Following Willems (1966), the tangent 
at the free end of the deformed column in Figure 1 makes the angle ( )0φ , which can be 
related to Equation 16

( )
)(

0tan
δ

φ
−−

=
LX

Y
a

a        [16]
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Here δ is the distance from the tip of the un-deformed column to the point where 
the tangent line at the free end of the deformed column intersects the column axis. In 
case of small deflections (i.e., ),0→φ  1cos ≈φ  and φφ ≈sin . Equation 8 gives 
( ) LXsLsX a =⇒−=  and Equation 16 becomes Equation 17

( )
)0(

0
φ

δ
δ

φ aa YY
=⇒=

)0()0( φφ
δ aa y

L
Y

L
==⇒     [17]

Defining 
)0(

~
φ

yy = , the nonlinear differential Equation 9 - 15 for small deflections are 

in the form of Equation 18

0~~~ 2 =−′′+ yyy iv ωλ        [18]

The boundary conditions for Equation 18 arrived are as in Equation 19 and 20

0~~,1~ =′′′=′′−=′ yyy  at 0=η       [19]

0~~ =′= yy  at 1=η        [20]

The general solution of the Equation 18 is Equation 21

( )ηληληληλη 2211 sin)(cos)(sinh)(cosh)(~ DCBAy +++=  [21]

Here (Equation 22 and 23),

22
1 25.05.0 λωλλ ++−=       [22]

22
2 25.05.0 λωλλ ++=       [23]

From Equation 19 and 21, one obtains Equation 24, 25 and 26

121 −=+ DB λλ         [24]

ACCA 2
2

2
1

2
2

2
1 0 −=⇒=− λλλλ       [25]

BDDB 3
2

3
1

3
2

3
1 0 −=⇒=− λλλλ       [26]

Using Equation 20, 21, 25 and 26 one obtains Equation 27 and 28
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( ) ( ) 0coscoshsinsinh 2
2

2
2
112

1
211 =++− −− BA λλλλλλλλ   [27]

( ) ( ) 0sinsinhcoscosh 2
3

2
3
112

2
2

2
11 =+++ −− BA λλλλλλλλ   [28]

From Equation 27 and 28, the transcendental equation relating λ  and ω  is in the form 
( )( ) ( ) 0coscoshsinsinhsinsinh 2

2
2

2
2
112

3
2

3
112

1
211 =+−+− −−− λλλλλλλλλλλλ , which can be 

further simplified to Equation 29

0sinsinh)coscosh1(2 2121
22 =+++ λλλωλλωλ    [29]

Equation 29 is solved for ω  by specifying λ  using the Mathematica®.
Using Equation 24 - 28, one can find the arbitrary constants A, B, C and D in Equation 

21. From Equation 17, one can find Equation 30

( )
( )
( ) ( ) ( )2

2
11

2
2

2
3
11

3
22

2
2
1 coscosh

sinsinh
1)0(~

0
0

0 λλλλω
λλλλ

λλ
φφ

δ
+
+

=+=+==== −ACAyyy
L

a

 
[30]

Following Mutyalarao et al. (2017), stability of the column is assessed from λ  versus 
ω  eigencurve. Critical load parameter ( )cλ  is a minimum value where the eigencurve 
cuts the λ -axis. The dynamic stability load is the minimum load where two branches of 
eigencurve coalesce. A simple procedure is presented below for generating the eigencurves 
from the first two frequency parameters ( 1ω and )2ω specifying the load parameter ( )λ . Setting 

0=λ  in Equation 29, 1ω  and )2ω  are found for the unloaded column. The eigencurves 
are generated considering the first two frequencies by specifying the values of λ varying 
from 0 in steps of 1. When λ value is reached to 21, Mathematica® provides bifurcated 
frequency values. Each time, the step size is reduced to half for obtaining the frequency 
values prior to the bifurcation load parameter. At ,0905.20=cλ the two positive frequency 
values are tending to the coalescing frequency parameter ( )cω  value of 11.011. Variation 
of λ  with λ is shown in Figure 2. Figure 3 shows variation of δ /L with λ . It should be 
noted that the results are presented in non-dimensional form for the non-dimensional load 
parameter (λ ) and frequency parameters ( 1ω and 2ω ) useful for any specified column 
dimensions and material.

For the specific λ, Figure 2 gives the first two frequency parameters (ω1, ω2). Hence 
Figure 3 shows two δ/L values for each value of λ. At the coalescence frequency ωc these 
two values of δ/L are identical. It is noted from Figure 3 that δ/L should be 0.42312. λ 
versus ω curve shown in Figure 2 closely matches to that of Huang et al. (1967) for the 
Beck column. For the specific λ, the frequencies (ω1 and ω2) and δ/L are obtained from 
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Equation 29 and 30. Table 1 gives the comparison of present analysis results with those 
of Willems (1966).

Values of δ for the specific λ and ω1 in Table 1 are reasonably in good agreement with 
those of Willems (1966). However, the transcendental Equation 29 for the specific λ, gives 
slightly different ω1 and ω2. This is the reason why δ values of Willems (1966) in Table 1 
slightly differ from the present analysis results. Figure 4 and 5 show the first and second 
mode shapes generated from Equation 21 for the unloaded column (λ = 0) and for the 
specific λ and the corresponding ω1 and ω2. Figure 4 and 5 clearly indicate different mode 
shapes due to different frequencies (ω1 and ω2 for the same load parameter (λ). In case of 
critical load parameter (λc), these two frequencies (ω1 and ω2) tend to ωc. Hence, the first 
and second mode shapes in Figure 6 are identical, which result the same δ/L.  

Willems (1966) had used only the boundary conditions of the Beck column to 
arrive δ for the applied the load (P).  A slight impact was given to the column and observed 
vibrations of a stable character (when P is less than the critical load) and damped out. 
Vibrations caused excessive amplitudes resulting in failure at the critical load. For the 

Figure 2. Variation of λ withω Figure 3. Variation of δ /L with λ

Table 1
Comparison of frequencies (ω1 and ω2) and δ for the specified λ 

First Mode Second Mode

λ ω1

δ/L
λ ω2

δ/L
Present 

Analysis Willems (1966) Present 
Analysis 

0 0 3.5160 0.7265 0.727 0 22.0344 0.2092
0.5 4.9348 4.2071 0.6931 0.750 4.9348 20.4578 0.2296
1.0 9.8696 5.1461 0.6496 0.676 9.8696 18.6395 0.2570
1.5 14.8044 6.5545 0.5884 0.585 14.8044 16.3664 0.2977
2.0 19.7392 9.8282 0.4665 0.464 19.7392 12.2545 0.3936

2.0315 20.0509 11.01 0.4252 ----- 20.0509 11.01 0.4252

2π
λ
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steel column of size 304.8 × 7.62 × 2.54 mm, the critical load parameter reported by 
Willems (1966) was 18.61, whereas the present analysis was 20.05. The discrepancy 
in the results might be due to inaccurate calculations of δ by Willems (1966), mass 
and stiffness of the column. However, Willems (1966) experimental results are within 
7% of the analysis results. It should be noted from Willems (1966) that Willems had 
concentrated on the critical load alone. The fast camera might had been used to capture 
the individual displacement stages of column during flutter phenomena. The eigencurve 
of the first frequency obtained by Willems (1966) and that of the Beck column were 
same. The upper curve of δ in Figure 3 corresponds to λ and ω1, whereas the lower curve 
of δ corresponds to λ and ω2. For the case of λc and ωc, δ value is 0.423L. By imposing 
correctly, the passage through this fixed point yield λc.  

The curvilinear coordinate system simplifies the complexity of the mathematical 
formulation for large deflections. The above small deflection analysis results are obtained 
by specifying the tip-angle ϕ(0) as 0.010 and solving Equation 9 - 15. Being a non-linear 

Figure 6. Mode shapes for the critically loaded 
cantilever column

Figure 4. Mode shapes for the unloaded cantilever 
column

Figure 5. Mode shapes for the loaded cantilever 
column
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nature of the problem, it has to be solved numerically. As in Mutyalarao et al. (2013), the 
post-critical load parameter (λc), coalesce frequency parameter ωc, and the tip- coordinates 
of the Beck column as in Equation 31:

 
( ) 







=
L

Y
L

X
yx aa

aa ,,        [31]

for different values of the tip-angle ϕ(0) are evaluated numerically by solving the nonlinear 
differential Equation 9 - 15 using the fourth-order Runge-Kutta integration scheme. The 
boundary value problem is converted to an initial value problem adopting shooting method.  
For large deflection analysis, Equation 16 can be written as Equation 32

( )
1

10tan
−







 +−=

L
xy aa

δφ       [32]

which implies as in Equation 33 

( ) 1
0tan

+−= a
a x

y
L φ
δ

       [33]

Using Equation 33, δ is computed and values are presented in Table 2. It is noted that δ  
increases marginally with increasing the tip-angle ϕ(0). From the above observations, one 
can conclude that Willems has considered in his experimentation only the Beck column.

Table 2  
Post-critical load parameter (λc) for the specific tip-angle, ϕ(0)

ϕ(0) (degree) λc ωc xa ya
δ /L 

Eq. (33)
10 20.1888 11.0294 0.9944 0.0747 0.4292
20 20.1623 11.0634 0.9776 0.1484 0.4301
30 21.3529 11.1211 0.9499 0.2201 0.4313
40 22.4690 11.2269 0.9117 0.2887 0.4323
50 24.0584 11.3828 0.8636 0.3534 0.4329
60 26.2815 11.6238 0.8062 0.4128 0.4321

CONCLUSION

Dynamic stability of elastic structures is a fascinating topic, which is being examined 
theoretically by many researchers considering a cantilever column under a tip-concentrated 
tangential load. The load versus frequency curve is essential for assessing the dynamic 
stability of such columns. Timoshenko and Gere (2012) had emphasized experimental 
validation since the critical load was found to be approximately eight times to that of the 
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classical Euler column. Different types of testing procedures are followed to create the 
follower force. Among them, notable Willems (1966) experimentation provided the critical 
load close to that of Beck column. But, Huang et al. (1967) had specified wrong input in 
the analysis and drawn wrong conclusions on Willems experimentation, which had created 
great confusion for many researchers including Willems in 1966 (Augusti et al., 1967). 

This paper resolves the controversy associated with the Willems experiments on the 
stability of Beck column through a simple mathematical modeling. It should be noted that 
Willems (1966) had aimed only on the critical load of the column and demonstrated its value 
close to that of the Beck column. Use of the fast camera in Willems experimentation might 
have captured the individual displacement stages of column during flutter phenomena. Large 
deflection analysis results indicate marginal increase in δ with increasing the tip-angle ϕ(0). 
Equation 16 can be used to obtain the position of the point of intersection corresponding 
to the critical load for small as well as large deflections of the cantilever column subjected 
to a tip-concentrated follower load. 

The controversial articles of Koiter (1996) and Sugiyama et al. (1998) on unrealistic 
and realistic follower forces remains a matter of debate (Mascolo, 2019). The problem 
in such cases is in the practical realization of follower forces (Bolotin, 1963; Elishakoff, 
2005b). Mullagulov (1994) had successfully created follower forces and performed tests. 
Approaches of Willems (1966) and Mullagulov (1994) confirmed the demands of Koiter 
(1996) on experimental validation of Beck column for the practical realization of follower 
forces. 
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ABSTRACT

As the climate change is likely to be adversely affecting the yield of paddy production, thence 
it has brought a limelight of the probable challenges on human particularly regional food 
security issues. This paper aims to fit multivariate time series of paddy production variables 
using copula functions and predicts the next year event based on the data of five countries in 
southeast Asia. In particular, the most appropriate marginal distribution for each univariate 
time series was first identified using maximum likelihood parameter estimation method. 
Next, we performed multivariate copula fitting using two types of copula families, namely, 
elliptical copula family and Archimedean copula family. Elliptical copula family studied 
are normal and t copula, while Archimedean copula family considered are Joe, Clayton and 
Gumbel copulas. The performance of marginal distribution and copula fitting was examined 
using Akaike information criterion (AIC) values. Finally, we used the best fitted copula 

model to forecast the succeeding event. In 
order to assess the performance of copula 
function, we computed the forecast means 
and estimation errors of copula function with 
a generalized autoregressive conditional 
heteroskedasticity model as reference group. 
Based on the smallest AIC, the majority 
of the data favoured the Gumbel copula, 
which belongs to Archimedean copula 
family as well as extreme value copula 
family.  Likewise, applying the historical 
data to forecast the future trends may assist 
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all relevant stakeholders, for instance government, NGO agencies, and professional 
practitioners in making informed decisions without compromising the environmental as 
well as economical sustainability in the region.

Keywords: Archimedean copula family, dependence structure, elliptical copula family, paddy production 

INTRODUCTION

Paddy is an essential crop and a staple food for more than half of the universal population. 
Particularly nearly 90% of the world’s paddy production likewise consumption takes 
place in Asia (Bandumula, 2017). Abreast of the heedfulness about global climate change 
whereby scrutinising the Intergovernmental Panel on Climate Change (IPCC) most recently 
released report has articulated that the agricultural products’ yields are highly correlated 
with atmospheric indicators, wherein the extreme whether such as droughts and flooding 
would eventuate grievous repercussion on the livelihood of small scale farmers particularly 
in Southeast Asia region (IPCC, 2019). An accelerating temperature due to the shifting of 
climate pattern could resultant in the decline of crop yields which may eventually shed the 
limelight on the shortage of global food supply. Subsequently, it may trigger food security 
issue wherein on the grounds of the estimated world population which is envisioned to be 
9.7 billion in the next three decades despite the projection indicating a stagnant growth 
ever since 1950 (United Nations, 2019). 

The variability of climatic factors such as total rainfall and maximum temperature has 
direct impacts on paddy productivity, as the extreme weather such as flood and drought 
can retard normal growth and grain yield (Nyang’au et al., 2014). For instance, El Nino 
affects the components of grain production ranging from cropping area (area planted) as 
well as cropping intensity (volume of production per year) in Southern Asian regions. 
Furthermore, the importance of soil fertility on paddy production has been well validated 
in previous literature whereby the farming practices in maintaining adequate input such 
as fertilizer is important to ensure good quality of crop (Putri et al., 2019).

In ASEAN countries, there is approximately 46.171 million (M) ha of paddy planted 
area in 2019 (ASEAN Food Security Information System, 2019). The largest area is found 
in Indonesia (10.290 M ha), followed by Thailand (11.356 M ha), Vietnam (7.478 M ha), 
Myanmar (7.228 M ha) and Malaysia (0.700 M ha). In general, the cultivation of paddy in 
Southeast Asian consists of three main systems which are (i) upland or so called as aerobic 
rice that is planted in dry fields; (ii) lowland rice which farmed in irrigated field for the 
most part of the crop growing period; and (iii) floating rice that is grown in water depths 
between 0.5-4.5 m (Muhammad, & Abdullah, 2013). Although approximately 55 percent 
of the paddy production in Southeast Asia is cultivated using floating rice system, yet the 
rest (i.e. upland and lowland) is highly dependent on the timely and consistent rainfall 
particularly during the reproductive growth stage (USDA, 2015). In term of the fertilizer 
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usage, Vietnam recorded the highest increment in fertilizer consumption (15.1%), followed 
by Myanmar (12.2%), Thailand (6.2%), Indonesia (4.6%), and Malaysia (3.7%) in the 
interval period of 1990-1999 (Mutert & Fairhurst, 2002).

Agriculture is a crucial economic sector that contributed approximately $3 trillion 
real global gross domestic production (GDP) in 2017 (Food and Agriculture Organisation, 
2019). However, Hsiang et al. (2017) had revealed the simulation findings about the 
likelihood of global GDP to shrink in between one to three percent every year if the global 
warming issue persisted beyond the 21st century. A recent publication of OECD divulges 
that the trading volume amongst ASEAN countries merely comprises 2% of their regional 
yielding despite the fact that greater extent of integration between the territorial rice market 
can improve the malnourishment plight by 1% and even up to 6% when there are constraints 
in production factors (OECD, 2018). 

While contemplating the level of production of paddy in 2018, the top four ranking 
ASEAN countries comprise Indonesia (83,037,000 tons), Vietnam (44,046,250 tons), 
Thailand (32,190,090 tons), and Myanmar (25,418,140 tons) while Malaysia is merely 
producing 2,718,990 tons (Moore, 2020). Though an observation of a declining trend 
apropos the consumption of table rice in some countries such as Japan and South Korea 
due to the diversification of choice for caloric diets, yet such incident does not betide in 
Malaysia wherein rice ingestion has reached triple times or more in comparison with other 
sources of carbohydrate such as wheat over the past four decades (OECD, 2020; Khazanah 
Research Institute, 2019). Thenceforth, this study has included Malaysia as one of study 
countries on the ground that the adverse weather condition has further reduced the paddy 
production along with the restricted paddy harvested area due peninsular geographical 
landscape. However, based on past research, the paddy harvested area had declined by 
2.7% on year over year (y-o-y) in 2019 as compared to year 2018. This has made Malaysia 
a net importer of rice in spite of improving in paddy yield ensuing of enhancement of seed 
variability (ASEAN Food Security Information System, 2019). 

The extraction statistics from the similar report in year 2019 manifesting that even 
with an upsurge of paddy planted area in countries such as Indonesia (y-o-y increment 
of 6.90%) and Vietnam (y-o-y increment of 0.93%), after all the paddy yield has not 
improved accordingly i.e. Indonesia (y-o-y declined by 1.36%) and Vietnam (y-o-y fallen 
by 0.17%). Nearly 80% of destructed paddy planted plots in ASEAN have been affected 
by adverse climate conditions, for an illustration purpose, a shrinkage of harvested area 
(y-o-y decreased by 0.86%) has slumped Thailand’s paddy production by 2.33%, wherewith 
approximately 187,118 hectares and 364,773 hectares of paddy area have been damaged by 
flood and drought respectively (ASEAN Food Security Information System, 2019). Almost 
all of the paddy cultivation grown in irrigated and rainfed lowland, the aquatic environment 
has been further impelled the importance of having proper nutrient management as 
inefficient utilisation of fertilizer may constraint the grain yield (Singh & Singh, 2017).
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This study intends to furnish the policy maker with intuitiveness about how the 
variability of condition such as rice area, fertilizer usage, total annual average rainfall and 
highest average temperature could affect the paddy production in the key rice producing 
ASEAN nations expressly Indonesia, Vietnam, Thailand, Myanmar and Malaysia with 
the interval between 1961 and 2014. Likewise, applying the historical data to forecast the 
future trends may assist all relevant stakeholders, for instance government, NGO agencies, 
and professional practitioners in making informed decisions without compromising the 
environmental as well as economical sustainability in the region. On the whole, the database 
is retrieved from well-organised, international repositories namely World Bank climate 
data portal and ricepedia.

The objective of this study is to compare and determine the best copula for modelling 
the paddy production variables, which are paddy production (‘000 ton), planted area 
(‘000 hectare), fertilizer used (‘000 ton), total annual average rainfall (mm) and maximum 
average temperature (°C). This analysis was employed for five countries in South East 
Asia, i.e. Malaysia, Thailand, Indonesia, Vietnam and Myanmar. In particular, ten 
univariate distributions were fitted to each variable and the distribution with minimal 
Akaike information criterion (AIC) value would be selected for copula modelling. Two 
copulas from elliptical copula family and three copulas from Archimedean copula family 
were selected for statistical modelling of five variables. The copula which give consistent 
results, namely, the copula that provide smallest AIC values for all five countries, will 
be proposed as guidelines for practitioners in the paddy industry. Paddy planting has 
been the main economic activity of the rural community in ASEAN countries, hence the 
dependence modelling findings in this study aim to provide an efficient tool in order to 
increase the production and income generation for farmers and also to provide sufficient 
grains for the nations.

MATERIALS AND METHODS

Study Area and Data

This research focused on five variables, which were, paddy production, planted area, 
fertilizer usage, total annual average rainfall and maximum average temperature collected 
from Malaysia, Thailand, Indonesia, Vietnam, and Myanmar. The data variables used in 
this study were from year 1961 to 2013, which were collected from ricepedia and World 
Bank climate data portal. In this study, our main interest was paddy production. The other 
four variables were the factors that might affect the production. Paddy planted area is 
positively related with the production. Water and nutrients are important to improve aerobic 
conditions and support the yields. Although the optimum weather for paddy cultivation is 
in tropical countries, which is between 25-35°C, higher temperature will reduce the weight 
and quality of paddy produced. Hence, we would like to use copula functions to analyse 
the effects of these variables on paddy production.
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Marginal Distributions

Copula is a multivariate probability distribution function for two or more variables, and 
their marginal probability distribution are uniformly distributed on the interval [0,1].  Most 
researchers have opted probability distribution functions as the marginal distributions, 
rather than using empirical distribution function. The plausible elucidation is the restrictions 
that may encountered when using empirical distributions i.e. they are relatively inefficient 
as they require actual values of probability to describe the full distribution and they are 
incapable to estimate the distribution of higher amplitudes in the long term (Sørensen, 
2011). The main advantage of copula is that the marginal distribution can come from 
different distribution families and there is no need to assume a specific distribution to model 
the data. Therefore, for this research, we examined the most suitable probability distribution 
function for each variable using continuous probability distributions. Since there was no 
single suitable probability distribution for all countries and variables, we would examine 
the performance of fitting for ten probability distributions, namely, exponential, gamma, 
Weibull, Pareto, Gumbel, Laplace, normal, inverse Gaussian, log normal and logistic 
distributions. The marginal parameters would be estimated using maximum likelihood 
method. The Akaike information criterion (AIC) values would be identified and compared 
to select the most suitable univariate distribution for each variable. A smaller value of AIC 
indicates a better fit.

Copula Theory

Copulas are models for the dependence between two or more random variables when their 
joint distribution function is not explicitly known. The fundamental theorem of copulas 
states that, with F be a d-dimensional cumulative distribution function with marginal 
distributions F1, i = 1,…,d. This exists a unique decomposition F(x1,…,xd) = C(F1(x1),…, 
Fd(xd)) and the copula

𝐶(𝑢1, . . . ,𝑢𝑑) = 𝑃(𝑈1 ≤ 𝑢1, . . . ,𝑈𝑑 ≤ 𝑢𝑑), 𝑈𝑖 ≡ 𝐹𝑖(𝑋𝑖)

on [0,1]d which comprises the information on the underlying dependence structure.

Types of Copulas Used

In this study, we would focus on two families of parametric copulas, which are:

Elliptical Copula Family. Normal and t-distribution are the two most commonly used 
univariate distributions whereby through the incorporation of Sklar’s theorem, the bivariate 
and multivariate elliptical copula family had been constructed (Fouque & Zhou, 2008; Luo 
& Shevchenko, 2012). Elliptical copula family has been substantially employed by keeping 
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the identical elliptical copula function and varying the marginal distributions (Okhrin et al., 
2017). The main advantage of elliptical copula family is that different levels of correlation 
between the marginals can be specified, however, elliptical copula family does not have 
closed form expressions and are restricted to have radial symmetry. 

(a) Normal copula
The normal copula with correlation matrix Ʃ is defined as

𝐶(𝑢1, . . . , 𝑢𝑑) = ΦΣ Φ−1(𝑢1), . . . ,Φ−1(𝑢𝑑)

With Φ is denoted as the cumulative distribution function of the standard normal 
variable and Φ–1 signifies as its inverse.  
(b) t copula
According to Okhrin et al. (2017), the t copula with correlation matrix Ʃ is defined as

𝐶(𝑢1, . . . ,𝑢𝑑) = � 𝛷𝛴(𝑧1(𝑢1,𝑠), . . . ,
1

0
𝑧𝑑(𝑢𝑑 ,𝑠)) 𝑑𝑠

𝑧𝑖(𝑢𝑖 ,𝑠) = 𝑡𝜐𝑖−1(𝑢𝑖)/𝐺𝜐𝑖−1(𝑠), 
𝑡𝜐−1
𝜐
𝐺𝜐−1

𝜐 𝜒𝜐2⁄

where Φ as the cumulative distribution function of the standard normal variable and 
𝐶(𝑢1, . . . ,𝑢𝑑) = � 𝛷𝛴(𝑧1(𝑢1,𝑠), . . . ,

1

0
𝑧𝑑(𝑢𝑑 ,𝑠)) 𝑑𝑠

𝑧𝑖(𝑢𝑖 ,𝑠) = 𝑡𝜐𝑖−1(𝑢𝑖)/𝐺𝜐𝑖−1(𝑠), 
𝑡𝜐−1
𝜐
𝐺𝜐−1

𝜐 𝜒𝜐2⁄

, with
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𝑧𝑖(𝑢𝑖 ,𝑠) = 𝑡𝜐𝑖−1(𝑢𝑖)/𝐺𝜐𝑖−1(𝑠), 
𝑡𝜐−1
𝜐
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𝜐 𝜒𝜐2⁄

denotes the inverse for cumulative distribution 
function of a Student’s t variable with degree of freedom 
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for cumulative distribution function of 
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1
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Archimedean Copula Family. Archimedean copula family is one of the most popular 
copula family that has been extensively employed. This is mainly because most of the 
copulas in Archimedean copula family admit an explicit formula, while the elliptical copula 
family does not comply. Archimedean copula family has been studied in numerous research 
fields, for example, rainfall frequency analysis (Zhang & Singh, 2007; Zhang & Singh, 
2012), intensity-duration-frequency relationship (Ariff et al., 2012), modelling wind speed 
dependence (Xie et al., 2012), modelling option pricing (Cherubini & Luciano, 2002) and 
probabilistic estimates of heat stress for rice (Zhang et al., 2018).

(a) Joe copula
According to Joe (1997) (Equation 1), 

𝐶(𝑢1, . . . , 𝑢𝑑) = 1− �(1 −𝑢𝑖)𝜃
𝑑

𝑖=1

−�(1− 𝑢𝑖)𝜃
𝑑

𝑖=1

1/𝜃

𝐶(𝑢1, . . . , 𝑢𝑑) = �𝑢𝑖−𝜃 − 𝑑 + 1
𝑑

𝑖=1

−1/𝜃

(𝑢1, . . . , 𝑢𝑑) = exp − �(−log 𝑢𝑖)𝜃
𝑑

𝑖=1

1
𝜃

 (1)

for θ ≥ 1.
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(b) Clayton copula
Clayton (1978), Cook and Johnson (1981) and Oakes (1982) had defined the copula 
as in Equation 2

𝐶(𝑢1, . . . , 𝑢𝑑) = 1− �(1 −𝑢𝑖)𝜃
𝑑

𝑖=1
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𝑑
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1/𝜃

𝐶(𝑢1, . . . , 𝑢𝑑) = �𝑢𝑖−𝜃 − 𝑑 + 1
𝑑

𝑖=1

−1/𝜃

(𝑢1, . . . , 𝑢𝑑) = exp − �(−log 𝑢𝑖)𝜃
𝑑

𝑖=1

1
𝜃

   (2)

for θ ˃ 0. Independence will lead θ → 0. A complete dependence corresponds to θ 
→ ∞.
(c) Gumbel copula
Gumbel (1960) had derived the Gumbel copula as in Equation (3)

𝐶(𝑢1, . . . , 𝑢𝑑) = 1− �(1 −𝑢𝑖)𝜃
𝑑
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𝑑

𝑖=1
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𝐶(𝑢1, . . . , 𝑢𝑑) = �𝑢𝑖−𝜃 − 𝑑 + 1
𝑑
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−1/𝜃

(𝑢1, . . . , 𝑢𝑑) = exp − �(−log 𝑢𝑖)𝜃
𝑑

𝑖=1

1
𝜃

  (3)

for θ ≥ 1, θ = 1 if the structure is independent. Besides that, Gumbel copula is the 
only copula that was grouped as an Archimedean copula family as well as an extreme 
value copula family.

Estimating Copula Parameter

The parameter for the five selected copulas will be estimated using maximum likelihood 
estimator (Equation 4). Given a sample 𝑢𝑖 ,𝑖 ∈ 1, … , 𝑑

𝑐(𝑢𝑖)

,

𝑢𝑖 ,𝑖 ∈ 1, … , 𝑑

𝑐(𝑢𝑖)

   (4)

where 

𝑢𝑖 ,𝑖 ∈ 1, … , 𝑑

𝑐(𝑢𝑖) is the density function of C. 
By using the derived likelihood value, we will compare the performance of copulas 

using Akaike Information Criterion (AIC) values. The best fit copula would be the copula 
with minimal AIC value. 

Prediction Method using Best Fit Copula

The identification of best fit copula is useful for researchers and practitioners to predict 
the next year event as well as extreme quantiles. For each country, the d-dimensional time 
series for n years is denoted as 
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RESULTS AND DISCUSSIONS

Exploratory Data Analysis

The annual time series for five countries in southeast Asia, namely Malaysia, Thailand, 
Indonesia, Vietnam and Myanmar, were used in this study. Five adopted variables were 
paddy production, planted area, fertilizer used, total annual average rainfall and maximum 
average temperature. The summary statistics for the five countries are shown in Table 1. 
Among the five countries, Malaysia has the smallest paddy planted area as well least outputs 
of paddy production, while Indonesia ranks the highest for both aforementioned indicators. 
For the climatological variables, Thailand has the lowest total annual rainfall and the highest 
maximum temperature. By observing the maximum paddy production of Thailand (in year 
2012) and Indonesia (in year 2013), we found that although the difference for paddy planted 
area was only 1880 (‘000 hectare), the paddy production harvested in Indonesia was almost 
twice that of Thailand. This might be due to the variation in climatology factors (amount 
of annual rainfall difference is almost twice) or other unperceived factors.

Figures 1 to 5 present the plot of five variables studied for Malaysia, Thailand, 
Indonesia, Vietnam, and Myanmar. These plots can be used to provide preliminary insights 
about the trend and relationship of the variables. In general, a clear linear pattern is visible 
in paddy production, planted area and fertilizer usage variable. For total annual rainfall 
and maximum temperature, only slight linear pattern can be observed. Multivariate Mann-
Kendall trend test were performed to analyse data collected over time for consistently 
increasing or decreasing trends. All five countries are having small p-value which are 
approximately zero. This indicates that the multivariate data are all having monotonic 
trends which also means that the data are showing a trend, that can be either positive, 
negative or non-null. 

Figures 6 to10 provide the boxplot for each country. We can observe the shape of 
distribution for each time series and have an initial understanding of the data. For paddy 
production variable, Malaysia and Indonesia are showing left-skewed distribution, while 
the rest are right-skewed. For paddy planted area, only Malaysia and Thailand are showing 
negative skewness. Based on the fertilizer usage data, only Indonesia’s data is left-skewed, 
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Table 1     
Summary statistics of variables used for five countries

Country Variables used Min. Q1 Median Mean Q3 Max

Malaysia

Paddy Production 1089 1696 1995 1913 2141 2604
Planted Area 516.5 659 676.2 669.6 693.4 766.2
Fertilizer Usage 93.71 228.5 723.7 825 1270 2241
Annual Rainfall 2498 2830 3008 3036 3250 3733
Maximum Temperature 25.36 25.76 26.13 26.11 26.42 27.32

Thailand

Paddy Production 10150 13920 19550 20720 25840 38000
Planted Area 6120 7743 9147 8971 9913 11960
Fertilizer Usage 1.72 12.16 35.13 59.41 108.1 167.7
Annual Rainfall 1268 1472 1565 1564 1651 1974
Maximum Temperature 27.84 28.55 29.09 29.1 29.63 30.49

Indonesia

Paddy Production 11600 22340 40080 38280 51100 71280
Planted Area 6731 8369 9988 10030 11570 13840
Fertilizer Usage 5.25 27.17 105.5 93.57 142.7 205.4
Annual Rainfall 2163 2647 2934 2861 3073 3581
Maximum Temperature 25.83 26.23 26.46 26.45 26.65 27.44

Vietnam

Paddy Production 8366 10600 16000 21000 32110 44040
Planted Area 4497 5030 5718 6116 7329 7903
Fertilizer Usage 8.29 45.93 94.08 153.6 292.3 403.9
Annual Rainfall 1525 1638 1834 1825 1978 2146
Maximum Temperature 26.79 27.17 27.41 27.43 27.7 28.17

Myanmar

Paddy Production 6636 8602 14150 15990 21320 32680
Planted Area 4254 4672 4884 5519 6302 8078
Fertilizer Usage 0.61 4.71 8.95 9.743 15.82 20.76
Annual Rainfall 1527 1868 1988 1992 2100 2483
Maximum Temperature 24.88 25.43 25.77 25.87 26.24 27.24

Figure 1. Scatterplots of five variables used for Malaysia



Nuranisyha Mohd Roslan, Wendy Ling Shinyie and Sim Siew Ling

272 Pertanika J. Sci. & Technol. 29 (1): 263 - 284 (2021)

Figure 2. Scatterplots of five variables used for Thailand

Figure 3. Scatterplots of five variables used for Indonesia

Figure 4. Scatterplots of five variables used for Vietnam
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Figure 5. Scatterplots of five variables used for Myanmar

Figure 6. Boxplot of variables used for Malaysia
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Figure 7. Boxplot of variables used for Thailand

Figure 8. Boxplot of variables used for Indonesia
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Figure 10. Boxplot of variables used for Myanmar

Figure 9. Boxplot of variables used for Vietnam



Nuranisyha Mohd Roslan, Wendy Ling Shinyie and Sim Siew Ling

276 Pertanika J. Sci. & Technol. 29 (1): 263 - 284 (2021)

Table 2  
Parameter estimates of best fit distributions for each univariate time series

   Parameters
  Best fit distribution Location Scale Shape Rate
Malaysia PP Weibull 2069.768 5.752

RA Laplace 676.2 36.33
FU Weibull 886.54 1.26
TR Inverse Gaussian 3036 0.0003049
MT Inverse Gaussian 26.11  0.0009491  

Thailand PP Inverse Gaussian 20722 0.00000654
RA Weibull 9613.993 6.672
FU Exponential 0.01683
TR Gamma 133.08559 0.08511
MT Inverse Gaussian 29.1 0.0001882

Indonesia PP Weibull  43290.981 2.416  
RA Gamma 26.927714 0.002684
FU Weibull 99.922 1.269
TR Weibull 2989.7 11.21
MT Normal 26.4466 0.3179   

Vietnam PP Inverse Gaussian  20997 0.0000163  
RA Inverse Gaussian 6116 0.0000053
FU Exponential 0.006509
TR Gamma 96.59 0.05292
MT Inverse Gaussian 27.43  0.0005807  

Myanmar PP Inverse Gaussian 15993  0.0000159  
RA Pareto 4253.7 4.148
FU Weibull 10.701 1.475
TR Normal 1991.7 191.4
MT Gumbel 25.611 0.4616   

the other four countries are right-skewed. The average of total annual rainfall time series in 
Malaysia and Myanmar are having positive skewness behaviour, while Thailand, Indonesia 
and Vietnam have longer tail at the left. For the fifth adopted variable, which is maximum 
average temperature, only Malaysia and Indonesia are indicating negative skewness.

After understanding the data variables, we proceeded with determining best fit marginal 
distribution for each variables. Variables used were paddy production (PP), paddy planted 
area (RA), fertilizer used (FU), total annual rainfall (TR) and maximum temperature (MT). 
The distributions tested were exponential, gamma, Weibull, Pareto, Gumbel, Laplace, 
normal, inverse Gaussian, log normal and logistic. Table 2 provides the best fit distributions 
and their respective parameter estimates. Rate parameter shown is also the inverse of scale 
parameter, it is one of the parameters for exponential and gamma distributions. Generally, 
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Weibull and inverse Gaussian were most suitable distribution for the variables studied. 
These two distributions have similar shape as both are positively skewed and having 
long tail. Besides, the gamma distribution which is a family of right-skewed probability 
distributions is the third most suitable distribution. This indicates that most of the data 
studied in this research are skewed to the right and exhibiting heavy tail.

Table 3 provides the further details of model fitting. The models listed in second column 
are used to represent the different variables used for model fitting. Variables studied for 
their respective models are as listed below: 

Model 1 : Paddy production and planted area
Model 2 : Paddy production and fertilizer usage
Model 3 : Paddy production and total annual rainfall
Model 4 : Paddy production and maximum temperature
Model 5 : Paddy production, planted area and fertilizer usage 
Model 6 : Paddy production, planted area and total annual rainfall
Model 7 : Paddy production, planted area and maximum temperature
Model 8 : Paddy production, fertilizer usage and total annual rainfall 
Model 9 : Paddy production, fertilizer usage and maximum temperature 
Model 10 : Paddy production, total annual rainfall and maximum temperature 
Model 11 : Paddy production, planted area, fertilizer usage and total annual rainfall
Model 12 : Paddy production, planted area, fertilizer usage and maximum temperature
Model 13 : Paddy production, planted area, total annual rainfall and maximum  

  temperature
Model 14 : Paddy production, fertilizer usage, total annual rainfall and maximum  

  temperature
Model 15 : Paddy production, planted area, fertilizer usage, total annual rainfall and  
              maximum temperature

The purpose of studying different combinations are to measure the relationship for 
these variables and to compare the performance of different variables combination for three 
types of model fitting approaches. Multiple correlation (Corr) for the models are shown in 
third column which signifying as model 3 and 4 whereby these models with only paddy 
production and climatological variables have low correlation. However, when we included 
more variables, the correlation magnitude had increased and became strongly correlated. In 
addition, model 15 exhibited the highest correlation values for all five countries although 
for clarity only the nearest thousandth are shown (as presented in bold font in Table 3). 

Apart from modelling using high dimensional copulas, we have included the AIC 
values for multiple regression model (MRM) and multivariate normal distribution (MVN). 
Multiple regression model is the simplest method to distinguish relationship between 
multiple independent variables and one dependent variable. From the results shown in 
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Table 3   
Results for all methods 

   AIC
 Model Corr MRM MVN Normal t Joe Clayton Gumbel
Malaysia 1 0.647 761.88 -15.81 -19.20 -17.19 2.00 -41.14 -6.11

2 0.800 736.46 8.97 -60.39 -58.28 -51.78 -48.23 -58.47
3 0.298 785.67 -32.16 -3.51 -1.33 -7.67 7.55 -5.64
4 0.569 769.82 -9.90 -18.61 -16.62 -7.21 -18.09 -13.87
5 0.952 667.60 33.96 -99.63 -94.43 -103.22 -101.86 -110.12
6 0.716 754.42 -29.24 -24.82 -17.87 -48.50 -48.38 -37.34
7 0.788 741.27 -6.16 -38.60 -32.18 -68.38 -70.24 -57.07
8 0.801 738.32 -7.13 -62.47 -55.78 -60.73 -61.28 -63.90
9 0.802 738.02 33.44 -92.75 -86.73 -84.10 -87.03 -92.47
10 0.645 764.12 -23.43 -23.44 -16.60 -21.48 -24.51 -23.06
11 0.952 669.38 21.00 -103.53 -92.57 -107.63 -107.40 -113.80
12 0.952 669.59 59.05 -130.51 -118.74 -133.54 -134.12 -142.12
13 0.847 727.73 -14.34 -48.29 -34.37 -74.40 -76.55 -53.71
14 0.802 740.01 22.96 -99.68 -86.60 -94.05 -96.43 -100.26
15 0.952 671.37 51.15 -138.74 -118.54 -138.66 -141.01 -147.78

Thailand 1 0.929 997.41 95.28 -131.77 -129.65 -87.93 -131.53 -112.39
2 0.955 973.36 79.88 -128.83 -126.62 -101.77 -105.38 -120.35
3 0.192 1100.60 -37.89 1.04 3.08 -0.03 2.94 0.47
4 0.123 1101.80 -43.60 0.85 2.86 1.01 1.47 0.90
5 0.982 928.62 205.93 -264.23 -257.47 -233.96 -235.21 -261.60
6 0.940 990.48 80.68 -130.31 -123.71 -130.95 -132.41 -138.05
7 0.929 999.41 72.96 -129.24 -123.00 -128.15 -128.98 -135.44
8 0.956 974.58 65.10 -131.17 -124.45 -104.40 -107.38 -124.28
9 0.955 975.31 56.74 -126.02 -119.31 -102.66 -103.91 -119.02
10 0.270 1100.59 -58.09 -1.79 4.67 -7.29 -6.68 -5.42
11 0.985 921.64 198.96 -269.56 -256.38 -234.77 -237.66 -267.01
12 0.982 930.24 183.62 -259.70 -246.61 -230.32 -231.97 -257.45
13 0.941 991.50 62.58 -132.21 -120.01 -137.57 -137.79 -143.86
14 0.956 976.57 44.90 -132.37 -119.29 -114.98 -117.81 -133.20
15 0.985 923.50 181.72 -270.70 -249.42 -244.04 -248.81 -275.33

Indonesia 1 0.992 970.25 172.35 -214.97 -212.72 -204.44 -73.69 -221.12
2 0.987 998.13 124.24 -160.81 -158.43 -125.14 -122.94 -148.88
3 0.065 1190.50 -39.54 -0.99 1.03 0.36 0.31 -0.14
4 0.127 1189.86 5.39 -31.45 -29.39 -15.72 -27.36 -24.31
5 0.997 917.49 349.71 -392.55 -384.97 -345.17 -344.85 -386.04
6 0.993 962.88 165.14 -222.04 -215.12 -211.12 -211.20 -229.30
7 0.992 972.15 201.58 -244.92 -238.88 -233.44 -233.55 -252.92
8 0.987 997.96 110.09 -162.79 -155.64 -126.44 -125.50 -151.67
9 0.987 997.20 154.01 -190.54 -183.18 -149.87 -153.81 -178.42
10 0.719 1154.19 -7.55 -31.57 -25.28 -23.61 -26.90 -29.46
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Table 3 (continue)
   AIC
 Model Corr MRM MVN Normal t Joe Clayton Gumbel

11 0.997 915.19 343.20 -397.69 -383.79 -351.97 -352.03 -392.22
12 0.997 919.21 379.73 -420.53 -410.27 -368.02 -370.89 -413.83
13 0.993 964.71 197.81 -252.06 -240.20 -238.62 -240.94 -261.05
14 0.988 996.00 143.23 -192.02 -178.88 -149.84 -154.50 -181.70

 15 0.997 917.19 376.37 -425.77 -408.19 -374.16 -378.19 -420.09
Vietnam 1 0.964 1007.36 89.40 -42.63 -79.83 -106.82 -7.41 -97.85

2 0.951 1022.93 79.61 -40.07 -79.97 -101.16 -5.90 -94.68
3 0.212 1145.00 -41.28 0.03 3.17 -2.12 1.25 -1.05
4 0.408 1137.81 -26.18 -3.87 -1.34 -5.23 1.47 -5.89
5 0.970 999.75 214.66 -162.97 -195.56 -229.15 -231.66 -232.91
6 0.965 1007.37 62.60 -40.60 -72.30 -107.46 -106.80 -97.14
7 0.965 1008.17 80.97 -51.83 -84.11 -110.82 -112.82 -105.12
8 0.953 1023.36 53.25 -38.07 -72.70 -101.28 -101.00 -93.73
9 0.951 1024.93 69.54 -47.86 -82.03 -104.26 -106.83 -99.80
10 0.524 1132.46 -45.72 -8.72 -0.64 -7.68 -10.38 -14.83
11 0.971 999.64 188.75 -159.13 -184.15 -230.50 -231.79 -231.96
12 0.971 1000.54 206.24 -170.18 -195.73 -231.15 -235.00 -238.17
13 0.965 1009.01 61.85 -55.63 -85.28 -120.44 -120.83 -113.94
14 0.953 1025.13 51.51 -51.95 -82.00 -109.69 -111.47 -107.45
15 0.971 1001.28 188.25 -172.29 -193.06 -238.76 -241.00 -244.99

Myanmar 1 0.946 987.50 36.35 -31.69 -38.20 -86.55 -1.83 -65.60
2 0.422 1096.38 -17.90 -24.01 -21.88 -4.50 -33.25 -14.55
3 0.009 1106.75 -33.49 1.77 2.94 2.00 1.55 1.91
4 0.250 1103.33 -39.95 -2.37 -0.26 -1.02 -2.39 -2.01
5 0.973 953.38 55.95 -54.23 -63.54 -118.84 -120.36 -92.26
6 0.958 976.68 33.09 -27.93 -35.18 -88.14 -88.63 -64.51
7 0.952 983.43 22.01 -33.25 -34.92 -89.26 -90.47 -67.78
8 0.448 1096.90 -23.46 -27.03 -22.20 -34.06 -36.19 -31.31
9 0.450 1096.75 -35.54 -24.93 -18.17 -32.39 -34.12 -29.03
10 0.265 1104.89 -45.75 -3.40 2.83 -0.83 -1.91 -2.13
11 0.976 949.92 54.34 -55.26 -60.74 -122.46 -124.29 -94.38
12 0.975 951.45 41.64 -54.22 -55.97 -119.55 -122.45 -92.50
13 0.960 976.31 22.28 -32.29 -30.64 -86.49 -87.98 -65.89
14 0.491 1096.15 -35.71 -30.20 -18.40 -34.18 -36.51 -33.49

 15 0.977 949.84 -42.36 -57.57 -53.09 -126.48 -127.63 -96.52

Table 3, multiple regression method is the least fitted model. As for multivariate normal 
distribution, it is an approach to generalize univariate normal distribution to higher 
dimensions and is derived from the multivariate central limit theorem. Since the sample 
sizes of variables used are sufficiently large, the central limit theorem assumption is 
fulfilled. Based upon the AIC values shown, we can conclude that the multivariate normal 
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distribution fits the data relatively better than multiple regression model. Most of the AIC 
values are negative, this indicates that there is less information loss as compared to MRM. 

Subsequently, we discuss the performance of the copulas fitted to different combination 
of variables. Generally, for all five countries, model 15 performed the best as the AIC values 
produced were generally lower than other models (as shown as bold font in Table 3). Apart 
from that, we also found that the Gumbel copula performed best for Malaysia, Thailand 
and Vietnam. Since Gumbel copula typically signifies as an extreme value copula, we can 
further presume that the variables for Malaysia, Thailand and Vietnam exhibit a heavy tail 
behaviour. But for Myanmar, both Clayton and Joe copulas for model 15 were performing 
identically well, with Clayton copula having a relatively lower AIC value. Besides that, 
the best fit copula for Indonesia was the normal copula, with AIC value equal to -425.77. 
Therefore, the best fit marginal distributions and copula for each countries would be utilised 
for further prediction. 

Finally, we predicted the next year event using best fit marginal distributions for each 
variables and best fit copula function for the countries. For each country, one thousand 
simulations were performed and the average together with estimation error of the 
predictions were computed. In order to identify the performance of prediction results, we 
also forecasted the next year event using univariate generalized autoregressive conditional 
heteroskedasticity (GARCH) time series model. The GARCH model is selected as the 
reference group for prediction using copula modelling as it is a most common forecasting 
method for time series and GARCH model is known as an effective model that aims to 
minimize errors in forecasting. For this study, the number of autocorrelation term used for 
the GARCH model was 1 (also known as AR(1)), and GARCH(1,1) was used to model 
the variance term. This AR(1)-GARCH(1,1) model was selected as it is one of the most 
prevalent GARCH model and the error approximation is relatively smaller as compared 
to other models that examined using our existing data. 

Table 4 shows the mean and standard error of predicted values for copula and GARCH 
model. Based on the values of standard error, copula model behaved reasonably well 
compared to GARCH model since fifteen out of the total of twenty-five predictions of 
copula showed lower figure. Other than that, the predicted means are provided in the same 
table for comparative purpose. It can be seen that copula model produces higher mean than 
the GARCH model in nineteen predictions. 

The result of prediction has indicated that the forecasting method based on copula 
models are also capable in detecting autocorrelation and volatility of multivariate time 
series. The findings in this research can be useful for practitioners and other related 
stakeholders in monitoring the variables that will affect paddy production and to predict 
the future trend.   
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Table 4   
Mean and standard error for predicted values

Copula GARCH
 Variables Mean SE Mean SE
Malaysia PP 2610.1 58.4 2626.3 80.3

RA 719.4 20.0 671.0 13.1
FU 1859.6 362.5 1732.8 395.1
TR 3414.9 180.3 3078.2 305.3

 MT 27.94 0.57 26.49 0.38
Thailand PP 31267.0 3312.0 31498.6 3665.8

RA 10967.0 522.5 11660.9 442.6
FU 133.5  20.2 125.0 54.8
TR 1716.4 65.1 1571.2 146.5
MT 30.77 0.85 29.07 0.74

Indonesia PP 59006.0  7345.9 58789.3 7243.0
RA 12601.8  1668.9 12351.3 809.6
FU 191.9  25.6 162.7 31.6
TR 3186.6  148.5 2831.6 298.0

 MT 26.72  0.221 26.65 0.26
Vietnam PP 35584.8 3651.0 37520.7 3892.9

RA 7444.8 334.4 7504.9 185.4
FU 385.3 109.1 374.8 81.5
TR 2066.4 55.9 1812.7 202.6
MT 27.76 0.17 27.42 0.34

Myanmar PP 26936.2 4417.2 27330.1 4277.2
RA 6997.2  267.5 6874.2 272.4
FU 19.2  3.205 17.1 2.4
TR 2221.8  100.5 1979.1 199.1

 MT 26.38  0.36 25.88 0.56

CONCLUSION

Rice is important for human consumption as well as for economic growth particularly for 
countries that produce rice in tropical region. Therefore, the objective of this study was 
to identify the best fit model and perform prediction using the model. We had compared 
the high dimensional copulas with multiple regression model and multivariate normal 
distribution by using several variables which were paddy production, paddy planted 
area, fertilizer usage, total annual rainfall and maximum temperature for five countries 
in southeast Asia. The five countries were Malaysia, Thailand, Indonesia, Vietnam, and 
Myanmar located in the tropical region in southeast Asia. Prior to multivariate analysis, 
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we had to determine the best fit univariate marginal distributions for all variables using 
maximum likelihood estimation method. The results indicate that Weibull and inverse 
Gaussian probability distributions fitted well to most of the variables.

Based on the results of model fitting, copulas produced the lowest AIC values while 
multivariate normal distribution produced a moderate AIC and multiple regression model 
has the highest AIC. For Malaysia, Thailand and Vietnam, Gumbel copula is the most 
suitable copula for the model that consists of all five variables. On the contrary, although 
the model contains of all five variables performs best for Myanmar and Indonesia too, the 
best fit copula for Myanmar is Clayton copula whilst for Indonesia is normal copula. In 
general, we can conclude that copulas are able to reduce the information loss in model 
fitting. Besides that, planted area, fertilizer usage, rainfall and temperature do play an 
important role in paddy production. 

The forecasted values of the following year event were computed based on best fit 
marginal distribution and copula functions. In order to compare the effectiveness of copula, 
we have also computed the mean and standard error of forecasted values using AR(1)-
GARCH(1,1) model. GARCH model is treated as reference group due to its ability to 
minimize errors in forecasting and to enhance the accuracy of further predictions. Based 
on the results, we found that the performance of the prediction is relatively similar with 
GARCH model. Hence, this proves that the effectiveness of multivariate copula model is 
comparable to univariate GARCH model.
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ABSTRACT

In this paper, Adaline Neural Network (ADNN) has been explored to simulate the actual 
signal processing between input and output. One of the drawback of the conventional 
ADNN is the use of the non-systematic rule that defines the learning of the network. 
This research incorporates logic programming that consists of various prominent logical 
representation. These logical rules will be a symbolic rule that defines the learning 
mechanism of ADNN. All the mentioned logical rule are tested with different learning rate 
that leads to minimization of the Mean Square Error (MSE). This paper uncovered the best 
logical rule that could be governed in ADNN with the lowest MSE value. The thorough 
comparison of the performance of the ADNN was discussed based on the performance 
MSE. The outcome obtained from this paper will be beneficial in various field of knowledge 
that requires immense data processing effort such as in engineering, healthcare, marketing, 
and business.

Keywords: Adaline neural network, logic programming, logical rule

INTRODUCTION

Artificial Neural Network (ANN) was 
inspired by the biological neuron model. 
ANN consists of interconnected neurons 
with distinctive input and output layer. 
Despite the various development of the 
ANN in many field of studies, ANN 
experience lack of representation during 
learning and retrieval phase. One of the 
unique direction in the work of ANN is the 
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use of the optimal learning system via symbolic rule. Initially, Abdullah (1992) proposed 
logic programming in special case of ANN called Hopfield Neural Network (HNN). 
The proposed network introduced an innovative connection weight by comparing cost 
function and energy function. This pursuit was continued by Sathasivam (2010) where 
this work capitalized special case of logic called Horn Satisfiability. Since then, several 
propositional logical rules were proposed in ANN such as 2 Satisfiability (Kasihmuddin et 
al., 2017), 3 Satisfiability (Mansor et al., 2017) and Random 2 Satisfiability (Sathasivam 
et al. 2020a). The proposed methods played an important role in the emergent of several 
related applications such as Very Large Scale Integration (Sathasivam et al., 2020b), Bezier 
reconstruction (Kasihmuddin et al., 2016), logic mining (Kho et al., 2020) and many more. 
In another development, Alzaeemi et al. (2020) proposed 2 Satisfiability logical rule in 
Radial Basis Function Neural Network (RBFNN) by utilizing the value of the parameters 
in the hidden layers. The comparative study between HNN and RBFNN has been reported 
in (Mansor et al. 2020). All the mentioned logical rule utilizes only the Satisfiable logic 
except in the work of Kasihmuddin et al. (2018) that proposed non-Satisfiable logic. As 
far as the logical rule is concern, the proposed ANN only implemented limited type of 
propositional logical rule. This is due to the redundant nature of the logic that prevent the 
previous studies to produce optimal synaptic weight that corresponds to the goal of the logic. 

Popularized by Widrow and Hoff (1960), Adaline Neural Network (ADNN) is designed 
to cater a simple data processing unit that serves as an intermediate layer between pre-
processing input and input (Sharma et al., 2019). ADNN is a single layer network with 
multiple nodes where each node receives multiple inputs and produces one output. ADNN 
is a self-adaptive algorithm that can automatically modify the current structure in order 
to optimize performance based on previous input (Widrow & Hoff, 1960). This network 
adapts to the input data, learn from the data, and produce the final output based on the 
minimized synaptic weight. This network is based on the Delta rule that utilizes least 
mean squares learning error to minimize the error during the training phase (Widrow & 
Lehr, 1990). Due to the simplicity of the ADNN, this network endured rapid development 
in term of architecture and data processing. Pajares and Jesús (2001) proposed ADNN 
in optimizing the stereovision matching problem. The proposed ADNN managed to 
increase a good decision by learning the optimal weight design when considering relative 
importance of the attribute. In another development, Negarestani et al. (2003) proposed 
ADNN to estimate the environmental parameters of the radon concentration in the soil. 
The proposed ADNN has a good agreement with the similar established work. Recently, 
Sujith and Padma (2020) utilized ADNN to estimate the harmonics for Pulse Width 
Modulation. The proposed ADNN optimized the crucial parameter of the system such as 
load voltage, current and reactive power. In some areas, ADNN became a useful method 
in adaptive signal processing due to the simplicity of the modelling method (Widrow & 
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Stearns, 1985; Wang et al., 2000; Kavak et al., 2005). Unfortunately, the above studies 
only utilize ADNN as a tool rather than self-adaptive ANN by using pre-defined symbolic 
rule. In this case, very limited effort to establish another variant of logical rule embodied 
into ADNN. In this paper, we implemented logical programming in ADNN by embedding 
several established logical rule. Hence, this combination provides a good understanding 
of the ADNN governed by logical structure.

The remaining part of this paper is as follows. In section 1, we explore the logical 
representation that consists of newly proposed logical rule. The proposed logical rule 
consists of both redundant and non-redundant variables.  In section 2, the general structure 
of ADNN is explained in detail. Next, the implementation of various logical rule in ADNN 
is demonstrated. Finally, the performance of different logical rule in ADNN is discussed 
thoroughly and we conclude the paper with some remarks and future work. 

MATERIALS AND METHOD

Logical Representation

Logic programming transformed the knowledge representation into mathematical 
derivation. Logic programming is declarative because this representation requires the user to 
state the desired task while putting minimal emphasis on the underlying process (Somogyi 
et al., 1996). In another perspective, logic programming represent fact both explicitly and 
implicitly depending on the nature of the desired problem. According to Kowalski (1978), 
logic programming is expressed symbolically according the following Equation 1: 

.Algorithm = Logic+Control             [1]

In Equation 1, logic signifies the issue of “what” and control explains the “how” which can 
be determined using the method defined by the user. In this case, optimal logic programming 
has to be able to clearly define the end goal that corresponds to the logical statement and 
control the system accordingly (Hamadneh, 2013). In practice, logical representation can 
“communicate” with the user by assigning the logical state for each variable in the logic. 
Hence, listing all the possible logical instance optimize the “control” part by identifying 
the logical inconsistencies that deviates from the goal. 

In this paper, we only consider propositional logical rule where the output consists 
of only bipolar (1 or -1). In this case, the output reads 1 (True) or -1 (False). The goal of 
each logic formulation is to produce only 1 (True) statement. One of the most prominent 
representations of Propositional logic is in Boolean algebra form. Boolean algebra is 
a logical algebra in which symbols are used to describe the complexity of the logical 
representation (Riche, 2011). This representation consists of individual unit called variable 
and connectives (Table 1). Similar to the output of the logical rule, variable is a symbolic 
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unit that can be defined as 1 (True) and -1 (False). The relationship of the variable is define 
by connectives manipulate the behaviour of the problem that leads to the final output (goal). 

Table 1 
List of logic programming connections

Connective Representation
Т True

∧ False

∧ Conjunction

¬ Disjunction

¬ Negation

← Implication

To further illustrate the connection in Table 1, we first describe two logical variables 
A and B  that serve as input and P  as an output P  where { }1,1B∈ − , { }1,1B∈ − and

{ }1,1P∈ − . The variants of the logical rule that relates Aand B  can be shown in Table 
2. Note that, different logical formulations require different logical states which lead to 
P = 1. 

Table 2
List of logical variants

Logical 
Statement

Conventional
Formulation

Propositional 
Formulation

A AND B ( )P A  B= ∧

A OR B ( )P A B= ∨

NOT A P = A P = A

A NAND B P = A . B ( )P A  B= ¬ ∧

A NOR B P = A+ B ( )P A B= ¬ ∨

A EX-OR B ( ) ( )P A B A B= ∧¬ ∨ ¬ ∧

A EX-NOR B ( ) ( )P A B A  B= ∧ ∨¬ ∧

P = A . B
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Since each variable in Ρ is binary in nature, the logical structure can be implemented 
in ANN. In this paper, we will utilize logical structure in Table 2 as a learning rule that 
governs the ADNN model.

Adaline Neural Network (ADNN) 

ADNN consists of single interconnected layer neurons with n inputs and one output. The 
determination of the output is based on the linear combinations of the inputs (Jannati et 
al., 2016). The main feature of ADNN is the ability to be self-adapting algorithm usually 
used for the weights training.

Figure 1. Symbolic illustration of Adaline Neural Network (Raschka, 2015)

Figure 1 shows an ADNN with multiple nodes where each node receives multiple inputs 
and generate one output, y(k). Note that, k  is the sampling time index (k = 0, 1, ...). The 
updating rule of the output is based on the following Equation 2:

0
( ) ( ),       0,1, 2,..., ,

r

i
i

y k b w x k i i r
=

= + − =∑                 [2]

where b, wi , r  are denoted as bias, weight and the order of adaptive linear combiner 
respectively. In ADNN, the activation function must be non-linear (such as sigmoid 
activation function) to ensure nonlinearity of the output. Sigmoid activation will give 
smooth gradient and help to adapt with variety of data (Sharma, 2017). The output 
classification of ( )y k  is based on the following Equation 3: 

                                                  [3]                                                        

Optimal value of wi is crucial to ensure the input will always approach the optimal ( )y k . 
The training pattern will undergo pre-defined number of iteration until the optimal value 
of were obtained. In this case, the weight updating is carried out by applying Delta rule. 
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Delta rule use in ADNN will evaluate the difference between ( )d k  with the target output 
( )d k , in order to adjust the weight and threshold of the neuron. The error ( )e k  is given 

by Equation 4:

e(k) = d(k) - y(k).                                                  [4]

The value of ( )e k is vital for the change of weight and bias (Equation 5):

( )
( )

1

1

( )

,
i i

i i

w w e k x k i

b b e k

α

α
+

+

= + −

= +
                                  [5]                                                           

where, wi+1 and bi+1  are the new value of weights and bias respectively. α is the 
learning rate that accelerate the searching of optimal value for wi+1and bi+1  where αϵ 
(0, 1). ( )x k i−  is set of activation input at time k . The proposed ADNN is structurally 
different than traditional Hebb Rule since the value of weights is adjusted as the training 
progress. In general, ADNN is based upon an idea that decrement in the value of e k( ) will 
reinforce the input-output connection. By reducing the value of e k( ) , the back-spreading 
from one layer to the other layer can be reduced dramatically. Algorithm 1 shows the step 
based training algorithm for ADNN. 

Algorithm 1: Adaline Neural Network

Step 1: Initialize weights wi with small random value that is not equal to zero (Sivanandam 
& Deepa, 2006). Assign learning rate α.

Step 2: Set activation of input ( ) ( )x k i s k i− = − , for i = 1 to r from Equation (3).
Step 3: With every bipolar training pair conduct Step 4-6.
Step 4: Measure the net input to output unit from Equation (2).
Step 5: Update bias and weights, 1i =  to r from Equation (5) .
Step 6: Calculate the error from Equation (4).
Step 7: Test for stopping condition. Depending the stopping conditions, the number of 
iterations and epochs take place.

Logic Programming in ADNN

Logic programming can play a part as a representational knowledge that can be “learned” 
by ADNN. Apparent knowledge should be held as well as recuperated on the off chance 
that essential. The most thought here is to break the situation into smaller parts and after 
that hunt for logical rules which can demonstrate with a computer. This neuron model is 
oversimplified, and it has substantial computing potential and bipolar in nature. Based on 
Table 2, this could conduct the basic logic operations NOT, OR, and AND, with suitable 
chosen weights and thresholds. Every multivariable combinational function could be 
done using either the NOT and OR, or on the other hand the NOT and AND logical rules. 
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Coherent run this logical rule is one of the perfect ways to clarify the black box model 
of neural network. Neural network is a black box throughout the way that while it would 
approximate any function, studying the structure will not provide any insight into the nature 
of the function being approximated. The poor design practices which unintentionally result 
in logically redundant and may cause an unnecessary increase in network complexity.

The list of logical rules through Table 2 are used to develop logic programming in 
ADNN. These logical rules utilized as bipolar inputs and bipolar targets. The conventional 
ADNN utilizes bipolar { }1, 1−  neuron representation that corresponds to { },TRUE FALSE . 
Figure 2 shows the training process of logical rules can be implemented in ADNN. ADNN 
is capable of performing only a small subset of function known as linearly separable 
(Widrow & Lehr, 1990). 

Figure 2. Flowchart of logic programming in Adaline Neural Network
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With two inputs, ADNN can realize possible bipolar logical rules. Combination of elements 
and network of components can be utilized to perform functions which are not linearly 
separable.

Figure 3 demonstrates the distinctive situation that can be considered when logical 
rule in ADNN configuring the learning rate. However, learning rate will have an impact 
on how successfully ADNN will converge to arrive at the finest possible accuracy. The 
determination value of learning rate in the training process has a significant impact on the 
learning process. The learning rate decides how quickly ADNN is adjusted to the logical 
rule. ADNN was trained with diverse optimizer which is logical rule. For each optimizer 
it was trained with distinctive learning rate between 0 1α≤ ≤  at logarithmic intervals. 
ADNN is trained until it achieves minimum mean square error. According to Smith (2017), 
we can approximate the optimal learning rate by increasing exponentially the learning 
rate at each iteration. In this case, the initial learning rate must be low in order to cater the 
increment of the α.

Figure 3. Symbolic illustration effect of different learning rate (Zulkifli, 2018)

IMPLEMENTATION

Performance Evaluation

In this section, ADNN is evaluated based on mean square error. During the simulation, the 
value of learning rate would be introduced during the learning phase of the logical rule in 
ADNN. The proposed ADNN is compared with logical rule and learning rate.
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Mean Square Error (MSE)

Mean square error (MSE) was used as a standard metric to evaluate the correlation between 
the target value and the net input to the output (Chen et al., 2010). This is supposed to 
minimize average of the squared difference between the estimated value and the target 
value. Least mean square error (LMS) algorithm proposed by Widrow and Hoff in 1959, is 
an adaptive algorithm. The LMS algorithm is relatively straightforward and LMS also an 
example of supervised training. The supervised training that uses MSE cost function may 
use formal statistical methods to determine the confidence of a trained model. The value 
can be used to calculate the confident interval of the output of the network (Equation 6).

{ } { } { }1 1 2 2, , , ,..., , .q qp t p t p t                                 [6]                                                

Here, ( )ip y k=  is an input to the network and it  is the corresponding target output. The error 
is calculated as the difference between the target output and network output (Equation 7). 

2( ( )) .iMSE t y k= −                                               [7]                                               

The LMS algorithm will adjust the weights and bias of the ADNN to minimize the mean 
square error which is the difference between the target output t , and the net input iny . The 
mean square error performance index for ADNN is quadratic. The performance index will 
either have a global minimum, a weak minimum or no minimum depending on characteristic 
of the input vector (Asha & Anuja, 2010).

Experimental Setup

This research based on simulated data set, where the initial neuron state was generated 
randomly. Based on Table 2, the variant of the logical rule would have applied in ADNN 
with several conditions that would take place where the learning process may run 50 epochs 
and 4 number of iteration. As stated in Table 3, a small random value of initial weights and 
bias was chosen because this may impact the error factor (Sivanandam & Deepa, 2006). 
There was no optimal number of iteration. In order to avoid overfitting, need to iterate until 
the error does not significantly decrease. The learning rate is hyperparameter may control 
how much the model can react to the evaluated error each time the weight is updated. The 
output from logical rules in ADNN would be compared with the target output until the 
weight change came to a small value.

RESULT AND DISCUSSION

Efficiency can be demonstrated by examining the value of MSE produced by ADNN 
with different logical rule. In term of stability, learning rate can be a metric to examine 
the stability of the proposed logical rule. Figures 4-8 reveal the MSE result for logical 
rule in ADNN with different value of learning rate respectively. The MSE was minimized 
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based on the number of registered epochs. In order to make a fair comparison among all 
logical rule, the simulations are carried out until 50 epochs. As shown in Figure 4, logical 
rule in ADNN such as OR, AND, NAND, and NOR take fewer number of epoch during 
the learning phase to minimized the error. Conventional ADNN that employed a higher 
number of epochs during the learning phase might come to a point where the network 
became over-adapted to training data and losses performance in terms of generalization 
such as in Figure 6-8. Based on the value of MSE, the solution in NAND-Function in 
ADNN revealed the lowest error compared to the other logical rule. Based on Figure 5, 
the value of learning rate α = 0.01 is lower compared to Figure 4 value of learning rate α 
= 0.1. The value of learning rate will determine how quickly or slowly ADNN can learn 
from the problem. EXOR-Function and EXNOR-Function in Figure 5 showed the lowest 
learning rate but the training process took significantly longer to train and the error was 
not well minimized. Very small learning rate will not only be time consuming but will 
increase the probability for the ADNN to stuck in local minima MSE value (Goodfellow et 
al., 2016). Nevertheless, another four logical rules in ADNN revealed that the network took 
a shorter time to train and the error was optimally minimized. The result demonstrates that 
the training algorithm is precisely designed to find an approximate solution to minimize 
errors although there is no guarantee that the proposed ADNN will always arrive to the 
optimal solution. Hence according to the experimental value, we obtained α = 0.1 as an 
optimal learning rate.

Table 3
Table of parameters for logical rules in ADNN

Parameter Value

Initial Weight ( iw ) 0.1
Bias (b) 0.1

Stopping Criteria 1. Number of iteration 4=
2. Number of Epoch 50≤

Learning Rate

Number of Layer Single Layer

Neuro State Sᵢ = {-1, 1}
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Figure 5. MSE for OR, AND, NAND, NOR, EXOR and EXNOR Function in ADNN with α = 0.01

According to Figures 4-8, the lowest MSE value that governs the ADNN is NAND 
function. In the case of P = 1 , NAND function works effectively in producing the final 
neuron state P = 1. In this case, ADNN produces the least MSE value in order to achieve the 
optimal weight for the output neurons. This is considered as an interesting result because this 
is the first logical that utilized redundant variable and being implemented in ANN. This is a 
major breakhthrough over the result obtained by Kasihmuddin et al. (2017) that considered 
the redundant logical with P = 1 as an outcome. As of simple propositional logical rule 

Figure 4. MSE for OR, AND, NAND, NOR, EXOR and EXNOR Function in ADNN with α = 0.1
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Figure 7. MSE for OR, AND, NAND, NOR, EXOR and EXNOR Function in ADNN with α = 0.3

such as OR and AND had converge effectively and has a good agreement with the work 
of Mansor et al. (2020) that used similar logical rule. The proposed ADNN with NAND 
logical rule is shown to be more effective than the work of Alzaeemi et al. (2020) because 
ADNN incorporated with logical rule does not requires any complex hidden layer and 
specialized parameters where Alzaeemi et al. (2020) presented 2SAT logic programming 
in Radial Basis Function Neural Network. The proposed ADNN also does not require 
any rigid cost function that leads to 1P =  and computational clause checking. Hence, 

Figure 6. MSE for OR, AND, NAND, NOR, EXOR and EXNOR Function in ADNN with α = 0.2
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Figure 8. MSE for OR, AND, NAND, NOR, EXOR and EXNOR Function in ADNN with α = 0.4

parameter tuning is required to reduce the error accumulation for other logical rule such 
as EXOR and EXNOR. ADNN is tends to converge to suboptimal weight when dealing 
with EXOR and EXNOR due to the structure of the clause involved. Although the value of 
error is high, the final output of the neuron is consistently 1P = . In practice, the training 
of EXOR and EXNOR can be further optimized by implementing accelerating algorithm 
such as Metaheurictics Algorithm. The limitation of logic programming in ADNN are the 
logical rule and the learning rate depending on the complexity of the learning process.

CONCLUSION

The primary aim for logic programming in ANN is to create flexible ANN that can govern 
both non-redundant and redundant logical rule. In this paper, the implementation of various 
logical rule in ADNN is proposed. The result obtained demonstrates the effectiveness of 
ADNN in governing redundant logical rule. This study has successfully uncovered the best 
logical rule that can be governed in ADNN with the lowest MSE value. In this case, NAND 
has been observed to has the lowest MSE value which leads to P = 1 with regards to other 
redundant logic. Hence, this profound logical rule is only a tip of the iceberg in creating ANN 
that is governed by logical rule. For future work, ADNN can utilize the non-differentiable 
signum function for non-linearity feature or Madaline network. In this network, multiple 
unit of ADNN in parallel will be utilized to process the training data. Despite the success 
by the proposed paradigms, robust and continuous efforts are needed especially on the 
complexity and application of these paradigms to obtain more feasible solutions.
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ABSTRACT

Consolidated bioprocessing (CBP) in bioethanol production involves the combination of 
four essential biological procedures in a single bioreactor, using a mixture of organisms 
with favourable cellulolytic ability without the addition of exogenous enzymes. However, 
the main disadvantage of this process is the complexity to optimise all factors considering 
both enzymes and microbial activity at the same time. Hence, this study aimed to optimise 
suitable culture conditions for both organisms to work efficiently. Six single factors that 
are considered crucial for bioethanol production were tested in one-factor-at-a-time 
(OFAT) analysis and analysed using Response Surface Methodology (RSM) software for 
Aspergillus niger B2484 and Trichoderma asperellum B1581 strains. The formulation 
of a new consortia setting was developed based on the average of two settings generated 
from RSM testing several combinations of consortia concentrations (5:1, 2:4, 3:3, 4:2, and 

1:5). The combination of 5:1 Aspergillus 
niger B2484 and Trichoderma asperellum 
B1581 produced the most ethanol with 1.03 
g/L, more than A. niger B2484, alone with 
0.34 g/L of ethanol, indicating the potential 
of the combination of A. niger B2484 and T. 
asperellum B1581 co-culture for bioethanol 
production in CBP.

Keywords: Bioethanol, consolidated bioprocessing, 

consortium; one-factor-at-a-time analysis, response 

surface methodology
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INTRODUCTION

Bioethanol, commonly known as ethyl alcohol (C2H5OH), is generated from the 
fermentation of fermentable sugars, such as glucose and sucrose, from plant sources 
using microorganisms (Chin & H’ng, 2013). The production of bioethanol represents as 
an alternative source of energy which also helps to minimise greenhouse gases effects 
(Artifon et al., 2018). The first-generation bioethanol production was based on food 
crops but due to competition between the food supply and bioethanol development, there 
was a sudden increase in food prices (Naik et al., 2010). This led to the development of 
second-generation bioethanol production using non-food based and readily available 
resources, such as lignocellulosic materials (Singh & Trivedi, 2013). These materials 
primarily originate from biomass sources, such as wheat straw, corn stover, and paddy 
straw, which comprise two structural polysaccharides, namely cellulose and xylan, that 
can be transformed into simple sugars (Park et al., 2010). Biodegradation of cellulose into 
glucose has become more popular as it offers low investment costs and is a non-polluting 
bioprocess (Liu et al., 2011).

Consolidated bioprocessing (CBP) in bioethanol production involves the combination 
of four biological procedures, secretion of cellulolytic enzymes, degradation of 
polysaccharides present in biomass, and the fermentation of hexose (C6) and pentose sugars 
(C5), in a single bioreactor (Kaneko et al., 2012). The challenge in the development of 
CBP is to identify an appropriate microorganism, which has all crucial properties for the 
utilisation of lignocellulosic materials, such as cellulolytic enzymes for degradation and 
capacity to ferment all mono-saccharides available, to produce ethanol via fermentation 
(Huang et al., 2014; Suhag & Singh, 2014). 

Due to unavailability of a single strain to produce all essential enzymes for efficient 
lignocellulose degradation, a recent study focussed on the development of fungal consortia 
with benefits of evading feedback regulations and metabolite suppression (Wongwilaiwalin 
et al., 2010; Cui et al., 2015). The ‘on-site’ production of cellulolytic enzyme results from the 
co-cultivation of fungi in a single system (Ray & Behera, 2017), which can be achieved by 
co-cultivation of compatible fungal strains in a single bioreactor, cultivation of genetically 
modified strain with some good cellulolytic genes, or cultivation of several monocultures 
by blending enzymes (Kolasa et al., 2014). In comparison to single cultures, co-cultivation 
cultures of fungi may result in better utilisation of substrate, enhanced adaptability to 
changing conditions, improved resistance to contamination by undesirable microbes and 
most importantly, increased production yield (Tesfaw & Assefa, 2014). Before fungi 
application as consortia, a compatibility test is mandatory to avoid further complication 
during CBP. According to Syazwanee et al. (2019) there was mutual interaction between 
Aspergillus niger B2484 and Trichoderma asperellum B1581, indicating that these species 
can mutually live together in the same medium or environment without suppressing each 
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other’s growth. However, the major obstacle in using microbial consortia for CBP is the 
difficulty in controlling both single microbes and the whole system simultaneously (Shong 
et al., 2012). The initiation of a stable co-culture system involves a complex process, in 
which all culture conditions, such as the pH of the medium, temperature of saccharification, 
the concentration of the substrates and enzyme, substrates size, carbon sources and pressure 
must be adjusted to be optimal for each strain (Cheng & Zhu, 2013; Shah et al., 2016). 
Hence, determination of the appropriate and stable conditions for fungi consortium to 
produce the maximal amount of bioethanol is required. This study aimed to develop a fungi 
consortium of A. niger B2484 and T. asperellum B1581 to produce bioethanol.

MATERIALS AND METHODS

Fungi Stock Culture

Aspergillus niger B2484 and Trichoderma asperellum B1581 were obtained from the 
Mycology Laboratory, Faculty of Science, Universiti Putra Malaysia. All strains were 
grown on Potato Dextrose Agar (PDA) at 28°C ± 2°C for 7 days.

Preparation of Culture 

The culture was prepared using 1% (w/v) paddy straw with size 5 mm and pretreated 
with 2% (w/v) NaOH (Syazwanee et al., 2018). The compositions of paddy straw after 
pretreatment were; 72.47% cellulose, 19.42% hemicellulose, 1.02% lignin and 5.44% ash 
content. The paddy straw was mixed in 25 mL of 10% (v/v) basal medium ((NH4)2SO4 
1.4 g/L; KH2PO4 2.0 g/L; CaCl2 0.3 g/L; MgSO4.7H2O 0.3 g/L; CoCl2 2.0 g/L) with 1 
mL of trace elements (MnSO4.H2O 1.56 g/L; FeSO4.7H2O 5.0 g/L; ZnSO4.7H2O 1.4 
g/L) and sterilised at 121 ± 0.5°C for 15 min (Ja’afaru, 2013). The culture medium was 
inoculated with fungal spore suspensions of T. asperellum B1581 and A. niger B2484 
once it had cooled. In order to ensure the growth of both fungi were constant throughout 
the entire experiment, the concentrations of the spore suspensions were calculated using 
haemocytometer and the concentrations were adjusted to 1 x 106 spore/mL (Mauch et al., 
1988).

 
One-factor-at-a-time (OFAT) Analysis

The culture conditions were based on a preliminary study and are as follows: 150 rpm, 
30°C ± 0.5°C for saccharification and fermentation processes, 3 days of saccharification 
and 3 days of fermentation. Six parameters, duration of saccharification, saccharification 
temperature (°C), duration of fermentation, fermentation temperature (°C), media level 
(%, v/v), and substrate level (%, w/v), were tested using a Megazyme® Ethanol Assay Kit 
(Table 1). In this study, both saccharification and fermentation process were carried out in 
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Infors HT- Multitron incubator shaker; the only difference during fermentation process was 
the samples were allowed to rest at controlled temperature without any agitation occurs. 
This approach was performed sequentially to identify the level of the factors influencing 
the yield (Shaw et al., 2002). The data obtained from OFAT was analysed using mean ± 
standard deviation at the 95% confidence limit (p < 0.05).

Table 1 
The pre-determine ranges for each of the parameters in one-factor-at-a-time (OFAT)

Parameters tested Control setting Ranges
Temperature of fermentation 30 ± 0.5°C 25°C - 45 ± 0.5°C
Days of saccharification 3 days 1 day – 5 days
Days of fermentation 3 days 1 day – 5 days
Substrate level 1% 1% - 7%
Media level 10% 10% - 90%
Temperature of 
saccharification

30 ± 0.5°C 25°C - 45 ± 0.5°C

Response Surface Methodology (RSM)

The optimisation of RSM was performed using a Central Composite Design (CCD) via 
Design-Expert software Version 6.0.8 (Stat-Ease Inc., Minneapolis, MN, USA) with the 
full expression of the quadratic model. For each response, optimum points were predicted 
based on the variable input, followed by the second-order polynomial in the quadratic 
model. The amount of ethanol was quantified for each set-up and was subjected to analysis 
of variance (ANOVA) to determine the optimum set-up for bioethanol production.

Consortium Development

The compatibility of A. niger B2484 and T. asperellum B1581 was tested before the 
development of fungal consortia. The consortia of A. niger B2484 and T. asperellum B1581 
was designed based on 6% v/v (106 spores/mL) in the combination of 1:5, 2:4, 3:3, 4:2 and 
5:1. The amount of ethanol produced was quantified by the Megazyme® ethanol assay kit 
according to the manufacturer’s instructions at 340 nm.

RESULTS AND DISCUSSION

Determination of Parameters via OFAT Analysis

The optimisation of all parameters is essential to ensure the maximum production of 
bioethanol. The classical method of optimisation involves varying one-factor-at-a time 



 Bioethanol Production in CBP via Consortium of Fungi

305Pertanika J. Sci. & Technol. 29 (1): 301 - 316 (2021)

(OFAT) while keeping the others constant (Czitrom, 1999). In the OFAT analysis, the 
parameter range was tested from large scale and narrowed down to a smaller scale, which 
was later used in the RSM software. The analysis also allows fast identification of the 
influence of the factors involved and the experimental results can be easily understood 
(Pambi & Musonge, 2016). One of the main disadvantages in the SSF process and CBP 
is the identification of the optimal temperature required for the saccharification and 
fermentation stages (Hasunuma & Kondo, 2012). Hence, the first parameter tested was the 
fermentation temperature. All samples were incubated at different temperatures from 25°C 
to 45 ± 0.5°C, with the most ethanol produced by both A. niger B2484 (0.04 ± 0.01 g/L) 
and T. asperellum B1581 (0.06 ± 0.02 g/L) at 30°C (Figure 1a), thus, narrowing the range 
of fermentation temperature for RSM to 27–32°C ± 0.5°C. The fermentation process in 
this study was carried out by filamentous fungi under aerobic condition. As this process is 
an exergonic, controlling the fermentation temperature with proper handling has become a 
compulsory (Cutzu & Bardi, 2017). According to Satyakala et al. (2017) maximum  growth  
for A. niger and Trichoderma harzianum are recorded at 30°C and it is significantly highest  
over all other temperature  tested between 20°C to 35°C. The unsuitable temperature for the 
microbial growth causes an inhibitory effect on the production of bioethanol (Selim et al., 
2018). The increment of temperature improves the rate of biological reactions up to a certain 
temperature but further increment in temperature may cause in lesser product formation 
(Kanagasabai et al., 2019). The duration of saccharification was manipulated from 1 day 
to 5 days using the optimal fermentation temperature, with A. niger B2484 producing 0.04 
± 0.01 g/L ethanol after 3 days, while T. asperellum B1581 produced most ethanol (0.05 
± 0.01 g/L) after 2 days of saccharification (Figure 1b). Regarding the amount of ethanol 
produced, T. asperellum B1581 produced more ethanol than A. niger B2484, which is in 
line with Jena and Satpathy (2017) who showed that Trichoderma strains produced more 
ethanol from the fermentation of cellulose into ethanol than Aspergillus. 

The duration of fermentation was shorter than saccharification, especially for A. 
niger B2484, with most ethanol produced after 1 day of fermentation (0.03 ± 0.00 g/L), 
decreasing thereafter (Figure 1c), whereas T. asperellum B1581 produced most ethanol 
after 2 days of fermentation (0.03 ± 0.00 g/L), with no ethanol detected from day 3 
onwards. The fermentation time influences fungal growth, hence, a shorter fermentation 
time will cause inefficient fermentation due to insufficient fungal growth, while a longer 
period of fermentation results has toxic effects on growth due to the high concentration of 
ethanol in the fermented broth (Azhar et al., 2017). Even though the OFAT analysis was 
performed sequentially, it fails to consider the interactions between variables (Kanmani 
et al., 2013), explaining why the amount of ethanol produced suddenly drops. Therefore, 
to explore the relationships between several explanatory operating variables, RSM has 
been extensively used to optimise parameters for the production of ethanol from different 
substrates (Dasgupta et al., 2013).
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The substrate was paddy straw pretreated with 2% NaOH and the range was set below 
10% (w/v). In this study, A. niger B2484 produced 0.83 ± 0.05 g/L ethanol using 2% 
substrate loading and T. asperellum B1581 produced 1.35 ± 0.02 g/L ethanol using 3% 

Figure 1. Optimization of all significant parameters using OFAT analysis, which were carried out in sequential 
pattern from parameter (a) to parameter (f) for both A. niger B2484 and T. asperellum B1581
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substrate loading mixed 10% (v/v) basal media (Figure 1d). Next, the media level (%, v/v), 
also referred to as the amount of basal media, was manipulated from 10% to 90% (v/v), with 
the amount of ethanol produced by A. niger B2484 increasing from 0.83 ± 0.05 g/L to 0.90 
± 0.03 g/L using 20% (v/v) media (Figure 1e). However, there was no improvement in the 
volume of ethanol produced by T. asperellum B1581. The optimal temperature in normal 
CBP for saccharification was 50°C, 30°C for fermentation, thus, a compromise was required 
to achieve both processes (Mutreja et al., 2011). In this study, the last parameter tested was 
the saccharification temperature, which ranged from 25°C to 45 ± 0.5°C, showing that 
the optimal temperature for saccharification for A. niger B2484 and T. asperellum B1581 
was 30 ± 0.5°C (Figure 1f). This analysis suggested a compromised optimal temperature 
for both the saccharification and fermentation process of 30 ± 0.5°C in CBP. However, 
the OFAT approach proved to be time consuming and unreliable, leading to inaccurate 
optimal conditions without considering the interactions between factors (Wahid & Nazir, 
2013). Such complications can be reduced by varying several variables at the same time, 
by designing experiments using statistical methods such as RSM (Bhaumik et al., 2013; 
Biswas et al., 2017). Despite the drawbacks, the OFAT analysis played an important role 
in determining the selection range for RSM evaluation for bioethanol production.

Response Surface Methodology (RSM) 

The OFAT analysis results were used to optimise bioethanol production using A. niger 
B2484 and T. asperellum B1581 by RSM. To measure how adequate the suggested model 
suits the experimental data, the parameters such as R2, p-value, standard deviation and 
adequate precision are used to describe the quadratic model. The p-value (the values of 
“Prob > F”) is the probability of a given statistical model, whether it is similar to or larger 
than the actual experimental results when the null hypothesis is true. If the p-value is 
small, the probability of the null hypothesis is small, hence, a smaller p-value corresponds 
to more significant results (Liu et al., 2018). In this study, the p-value for both organisms 
(A. niger B2484 and T. asperellum B1581) was <0.0001, indicating significant bioethanol 
production. For A. niger B2484, the quadratic regression model yielded a determination 
coefficient (R2) of 0.60, with the fit explaining 60% of the total variation in the data, while 
the R2 value for T. asperellum B1581 was 0.79, explaining 79% of the results (Table 2). 
A value of R2 which is close to 1 indicates an almost flawless relationship with all data 
points falls perfectly on the regression line, while a value of R2 close to 0 indicates that 
the mean is corresponding to the model fitted (Saunders et al., 2012). Nevertheless, a high 
coefficient of determination is not a definite guarantee in indicating a ‘goodness of fit’ and 
similarly there is also no guarantee that a small R2 value specifies a weak relationship as 
the statistic is mostly influenced by variation in the independent variable (Hamilton, 2015). 
In this study, despite having a low R2 value, the independent variables were significant 
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and important relationship between variables can be clearly seen in the Equations 1 (Y1) 
and 2 (Y2).

Table 2 
The summary of quadratic model statistics of A. niger B2482 and T. asperellum B1581

Source Std.dev Mean R2 Adjusted 
R2

Predicted 
R2

Adequate 
Precision

1. AN 
B2484

0.19 0.22 0.60 0.42 -0.01 8.23

2. TA B1581 0.19 0.26 0.79 0.69 0.39 11.82

The signal to noise ratio was evaluated by adequacy precision, which involved the 
predicted value at the design points and the average prediction error (Behera et al., 2018). 
In the present study, the adequacy precision ratio for A. niger B2484 was 8.23, 11.82 for 
T. asperellum B1581, which was desirable as the required ratio should be greater than 4. 
Hence, the developed model can be used to guide the design space.

To simultaneously optimise the responses, the RSM uses a set of mathematical and 
statistical procedures to explain a polynomial equation that relates to the experimental data 
(Bezerra et al., 2008; Akintunde et al., 2015). Y1 and Y2 represent the ethanol production by 
A. niger B2484 and T. asperellum B1581 respectively in the CBP process. The symbols A, 
B, C, D, E, F represent coded variables used in CCD: (A) duration of saccharification, (B) 
saccharification temperature, (C) duration of fermentation, (D) fermentation temperature, 
(E) media level and lastly, (F) substrate level.

Y1 = + 0.58 + 0.11A + 0.02B + 0.02C + 0.03D + 0.02E + 0.03F -0.07A2 - 0.07B2 
-0.06C2 - 0.05D2 - 0.07E2 - 0.06F2 - 0.01AB + 0.02AC + 9.25E-003AD + 7.25E-003AE 
+ 0.01AF - 5.50E-003BC + 0.01BD - 4.97E-003BE - 0.02BF + 0.02CD - 0.01CE + 0.02CF 
+ 8.75E-004DE + 9.41E-003DF - 7.03E-003EF                                                                                                 
          [1]

Y2 = + 0.93 + 0.11A + 0.02B + 0.02C + 0.02 D - 0.03E + 0.05F - 0.12A2 - 0.14B2 - 
0.13C2 - 0.08D2 - 0.13E2 - 0.12F2 + 0.01AB + 0.01AC + 0.04AD - 0.03AE + 0.04AF 
- 2.70E-003BC - 0.03BD - 6.72E-004BE - 0.02BF + 2.52E-003CD - 5.45E-003CE + 
0.03CF - 0.01DE + 9.55E-003DF - 0.037EF

          [2]

1. Aspergillus niger B2484
2. Trichoderma asperellum B1581
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The positive and negative signs in Equations 1 and 2 represent synergy and antagonistic 
effects among the variables. Hence, the model terms showing a positive synergistic effect 
in ethanol production by A. niger B2484 (Y1 or Equation 1) were A, B, C, D, E, F, AC, AD, 
AE, AF, BD, CD, CF, DE, DF, with the interaction between A, B, C, D, F, AB, AC, AD, 
AF, CD, CF, DF showing positive synergy in ethanol production by T. asperellum B1581, 
with the other terms showing antagonistic effects (Y2 or Equation 2).

The standard deviation for both models was 0.19, indicating that the predicted and 
actual values were close. To test the adequacy of the model developed, the numerical 
optimisation of ethanol production by A. niger B2484 and T. asperellum B1581 were tested, 
in which the model predictions were compared with the actual outcome for validation 
purposes (Table 3). To check the optimal points predicted by the software, a series of five 
replicate experiments were performed and the outcome analysed using a one-sample t-test 
(Safa et al., 2017). The values of the predicted amount of ethanol showed no significant 
difference to the actual amount of ethanol produced, confirming that the experimental values 
were in agreement with the predicted values, thus the model was validated. 

Table 3 
The optimization settings recommended by RSM for A. niger B2484 and T. asperellum B1581 along with 
formulation of new consortia setting based from the average settings

RSM Settings Outcome
Saccharification Fermentation Basal Media Ethanol (g/L)

No. Hour
(h)

Temp
(°C)

Hour
(h)

Temp
(°C)

Media
(%,v/v)

Subs.
(%,w/v)

Predicted Actual

1. 66.75 29.76 32.3 30.18 14.74 2.59 0.61 ± 
0.11

0.63 ± 
0.19

2. 67.72 29.58 32.9 29.79 12.42 2.84 0.96 ± 
0.14

0.94 ± 
0.27

Avg 67.24 29.67 32.6 29.99 13.58 2.72
1. Aspergillus niger B2484
2. Trichoderma asperellum B1581

The new RSM setting for both strains suggests the same saccharification and 
fermentation temperature, 30°C ± 0.5 with an average total time of 99.84 h or approximately 
4 days. The optimum level of media (%, v/v) used for A. niger B2484 and T. asperellum 
B1581 were 14.74% and 12.42% respectively. Theoretically, the usage of high substrate 
concentration should achieve a great ethanol yield during fermentation but the concentrated 
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substrate creates an inhibitory effect to the fermentation process owing to the osmotic stress 
(Hamouda et al., 2015). With optimum amount of substrate level used, 2.59% managed to 
produce approximately 0.63 g/L ethanol using A. niger B2484 in CBP. As for T. asperellum 
B1581, 0.94 g/L ethanol was produced using 2.84% substrate. In this study, the optimized 
RSM set-up helped to provide better result with good reproducibility and reliable estimation 
as it evaluated the effects and learn the interactions between all the important parameters 
involved for an efficient bioethanol production using paddy straw.

Formation of the Fungal Consortium

Generally, different strains of fungi have different optimal growth conditions, so the 
most appropriate optimal conditions for both strains to mutually co-exist for bioethanol 
production must be determined (Table 3). The combination of different species influences 
the productivity of biomass degradation through species interactions, such as mutual 
intermingling, inhibition and mutual intermingling with inhibition (Correa et al., 2018). 
The compatibility of the fungi from different genera, Trichoderma and Aspergillus have 
been studied, indicating that both species show mutual intermingling interactions and can 
co-exist in the same environment for the production of ethanol (Syazwanee et al., 2019). 
This led to the development of a consortium of 6% v/v (106 spores/mL) A. niger B2484 
and T. asperellum B1581 in the ratio of 1:5, 2:4, 3:3, 4:2 and 5:1 (Table 4).

Table 4 
The amount of ethanol produced from different consortium composition between A. niger B2484 and T. 
asperellum B1581

Species Consortium ratio
(106 spore/mL)

Species Ethanol (g/L) ± S.D

A. niger B2484 1:5 T. asperellum 
B1581

0.93 ± 0.16a

A. niger B2484 2:4 T. asperellum 
B1581

0.17 ± 0.04bc

A. niger B2484 3:3 T. asperellum 
B1581

0.04 ± 0.02c

A. niger B2484 4:2 T. asperellum 
B1581

0.16 ± 0.03bc

A. niger B2484 5:1 T. asperellum 
B1581

1.03 ± 0.10a

Values are means of three replicates with ±SD.
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Conventionally, ethanol is manufactured from processing starch, followed by 
fermentation of glucose using Saccharomyces cerevisiae, but this particular yeast failed 
to fully utilise the main C5 sugar (xylose) of the hydrolysate produced from agricultural 
waste hydrolysis (Sarkar et al., 2012; Ire et al., 2016). In comparison with pure cultures, 
co-cultivation systems could widen up the substrate utilisation scales (Jiang et al., 2019). 
Based on the advantages of these two fungi, their combination performs better in reducing 
sugar (Kartini & Dhokhikah, 2018). Indeed, the co-cultivation of fungi has been suggested 
to be more efficient for CBP compared to mono-cultivation (Grewal et al., 2020). However, 
fine-tuning and balancing the inoculation ratio significantly affects overall production and 
can be very challenging (Jawed et al., 2019). Hence, several combination ratios of A. niger 
B2484 and T. asperellum B1581 were tested, demonstrating that the combination of A. 
niger B2484 and T. asperellum B1581 in the ratio 5:1 produced the most ethanol, 1.03 g/L, 
compared to the single culture of A. niger B2484, 0.63 g/L. These results indicate that CBP 
for bioethanol production from cellulosic material can be accomplished by the combination 
of A. niger B2484 and T. asperellum B1581 in the ratio 5:1 without using microbes with 
gene recombinant (Horisawa et al., 2019). The enhancement of the ethanol titre occurred 
only within a proper range and appropriate proportion (Du et al., 2015). Under these 
circumstances, the beneficial effects of microbial consortium could become limited due 
to environmental stress factors and competition for the same resources (Bradáčová et al., 
2019). In a microbial consortium, interactions such as mutualism and competition between 
two different species in the same ecological environment will affect the metabolism and 
influence the production of the target product in the fermentation process (Jiang et al., 2017).

Instead of using gas chromatography (GC) analysis, the overall process of ethanol 
quantification was done using Megazyme® Ethanol Assay Kit as the process was more 
cost efficient and time saving considering the large number of samples that needed to 
be quantified. The Single Lab Validation from Ivory et al. (2020) demonstrates that the 
Ethanol Assay Kit is suitable and relevant for the quantification of ethanol in low alcohol 
samples, fruit juices as well as fermented drinks with quick, easy and robust method. Hence, 
suggesting the fitness of this kit for the measurement of ethanol in this study.

CONCLUSION

The assessment of consolidated process for ethanol production using fungal consortium 
between A. niger B2484 and T. asperellum B1581 has been carried out using newly 
formulated setting derived from an average of initial settings suggested by RSM for both 
strains. Out of five possible combination ratios, the 5:1 combination of A. niger B2484 
and T. asperellum B1581 produced the most ethanol, 1.03 g/L; verifying the potential of 
A. niger B2484 and T. asperellum B1581 as co-culture for bioethanol production in CBP.
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ABSTRACT

Jackfruit (Artocarpus heterophyllus Lam.) and snake fruit [Salacca zalacca (Gaert.) 
Voss] are tropical fruits that are rich in vitamins and minerals. Due to their specific aroma 
and unique taste, jackfruit and snake fruit have great potential to be processed into dried 
fruits and healthy snacks. In this work, jackfruit and snake fruit were freeze-dried using 
a self-designed laboratory-scale freeze dryer. The freeze dryer was constructed with 
a stainless-steel plate (3 mm thickness). The drying rates were determined with three 
different heating temperatures: 50, 60, and 70ºC. This study also investigated the effect 
of the freeze-drying process on the characteristics of dried fruit such as moisture content, 
texture, color, ascorbic acid content, and morphological of dried samples. Results showed 
that the heating temperatures were revealed to affect characteristics such as drying rate, final 
moisture content, texture, and ascorbic acid content. Increased drying rate and decreased 
drying time were observed with an increase in the dryer temperature. The sample resulted 
from 70ºC of heating temperature exhibited the optimum results in terms of hardness and 
ascorbic content preservation. The first-order kinetic model was the best fit for the prediction 
of drying kinetics of all materials.

Keywords: Drying rate, freeze drying, jackfruit, 
physical and chemical characteristics, snake fruit

INTRODUCTION

Jackfruit (Artocarpus heterophyllus Lam.) 
and snake fruit (Salacca zalacca) may not 
yet be considered as well-known tropical 
fruits globally, but they are widely cultivated 
in Asia, including Indonesia (Palupi et al., 
2019; Zumaidar & Miftahuddin, 2018). 
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Jackfruit and snake fruit were proven to be a great source of nutrition for human health 
(Ranasinghe et al., 2019; Suica-Bunghez et al., 2016). Regardless of all benefits offered, 
tropical fruits such as jackfruit and snake fruit are known as highly perishable and susceptive 
to deterioration due to its high respiration rate and water activity (Fundo et al., 2015). 
Extreme conditions such as high pressure and temperature can also affect the quality, like 
the changes in fruit firmness, color, and other physical quality traits (Liu et al., 2019). 
Especially for jackfruit, around 60% portion of this fruit is inedible (Rana et al., 2018), so 
it is less profitable to sell whole fruit to the export market. Therefore, the marketing and 
transportation of these fruits remain a big challenge. They need to be processed to be able 
to have a long shelf life as well as easy to handle.

A fruit processing that can be done is drying (Fernandes et al., 2011; Soebiantoro et 
al., 2018). Among all drying methods, freeze-drying seems to be the superior method to 
remove the water as well as retain the nutrients and physicochemical characteristics of 
fruits (Kang et al., 2014; Turkiewicz et al., 2019). Freeze-drying is a process in which 
the moisture content inside the fruit is crystallized at a low temperature and subsequently 
sublimated from the solid-state directly into the vapor phase (Ciurzyńska & Lenart, 2011). 
In general, The temperature and drying time can improve the reaction rates and affect the 
water activity of the product. Because of the water evaporation process, ascorbic acid 
content can be increased. The good quality of ascorbic acid can be retained by the freeze-
drying process (Prabhakar & Mallika, 2014).

Several studies have focused on the evaluation of the freeze-drying process to the 
widely known tropical fruits such as soursop (Ceballos et al., 2012) and mango (Rahman 
et al., 2015). However, there are still very few studies focused on the freeze-drying of 
jackfruit and snake fruit. The processing of jackfruit and snake fruit using a freeze-drying 
method can open up opportunities for these fruits to be produced into healthy snacks that 
are easy to handle and transported to the export market. Therefore, this study was aimed 
to evaluate the performance of mini freeze-dryer for jackfruit and snake fruit. The effect 
of the heating temperatures on the characteristics of the freeze-dried fruits like moisture 
content, colour, texture, and ascorbic acid contents was also investigated.

MATERIALS AND METHODS

Materials

Ripen jackfruit and snake fruit (cultivar name: Salak Pondoh) were purchased from a local 
market of Sleman Regency, Yogyakarta, Indonesia. One distributor was picked to maintain 
the same variety and quality of fruits used. Ripen jackfruit was shown by its bright yellow 
colour of the flesh and its distinctive aroma. Selected jackfruit had an average weight 
of 10 – 15 kg. Meanwhile, ripen snake fruit had a yellowish-brown skin colour, with an 
average weight of 60 – 80 g. Fruits were processed on the same day they were bought, 
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to avoid any undesired changes in fruit quality. The average total soluble solid (TSS) of 
fresh jackfruit and snake fruit ranged from 18 to 30 and 16 to 19°Brix, respectively. The 
approximate moisture content of fresh jackfruit and snake fruit were 77.38 ± 4.97 % wb 
and 81.61 ± 1.01 % wb, respectively. All the fruits were washed and peeled. Fruits were 
cut into uniform shapes of 2 x 5 cm2 with an average thickness of 5 mm, then put on a tray 
to be dried using freeze-drying.

Experimental Freeze Dryer

Figure 1 shows the laboratory freeze-drying system used in this work. The freeze dryer 
had 0.7 x 0.5 x 1 m3 of the total dimension as well as 0.4 m diameter x 0.6 m length of the 
drying chamber. There were three main systems in the freeze dryer, namely: the vacuum 
chamber system, the cooling system, and the heating system. The vacuum chambers, doors, 
and steam traps were made using stainless steel with 3 mm thickness. The vacuum pump 
used in this study was a two-stage vacuum pump with 1 HP (horsepower) power (VALUE 
VE2100N, Zhejiang, China). The cooling system was constructed using ¼ HP compressor 
refrigerant compressor (Fuji - Kobe SR91, Fuji Electric, Tokyo, Japan), to cool the vacuum 
chambers and water traps. Whereas the heating system used four rectangular heater mats 
(40 x 20 cm2) with the power of 2000 watt for each, arranged in series to 500 watts. The 
heater mats were installed above and below the material rack.  

Experiments were performed with a total pressure of 75.5 cmHg vacuum, as well as the 
freezing time and the total drying time of 6 hours and 36 hours, respectively. The freeze-
drying process was run with the heating temperature set for 50, 60, and 70ºC. The heating 

Figure 1. Laboratory freeze-drying system
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temperature was set to improve the secondary drying, therefore the evaporation process 
of bound water can be done as quickly as possible. Based on the results of the preliminary 
test, the use of heating temperatures above 70ºC caused non-enzymatic browning, while 
temperatures below 50ºC were time-consuming and were not optimal to dry samples.

A pressure gauge (Wiebrock EN 837-1, Wiebrock, Herford, Nort Rhine-Westphalia) 
and thermometer (Lutron TM-946, Lutron Electronic Enterprise Co., LTD, Taipei, Taiwan, 
with the standard error of 2.2 ºC) were used to measure and monitor the pressure and the 
temperatures during the drying, respectively. The products obtained from the freeze-drying 
process were weighed, and their physical properties were determined. The freeze-dried 
fruits were stored in an aluminum bag until they were used for the next analyses.

Moisture Content

The moisture content of the samples was measured using the methods explained by Park 
(2008), based on the Official Methods of Analysis of AOAC International with slight 
modification. The initial samples were weighed for 2 g and were dried in an oven (Memmert 
UM-400, Memmert GmbH + Co.KG, Schwabach, Germany) at 105°C for 24 hours to get 
a bone dry sample. The weight reduction from the initial to the bone dry was considered 
as the water amount contained in the sample. The calculation to determine the moisture 
content was presented by Equation 1.

𝑀 = 𝑊0− 𝑊1
𝑊1

     [1]

where M was the moisture content (g/g dry solid), W0 was the initial mass sample at the 
pre-determined time during drying (g), and W1 was a dry matter of sample after 24 hours 
oven drying (g). 

To collect the drying kinetic data, the moisture ratio of the samples measured for 12, 
18, 24, and finally 36 hours of drying. Since the equilibrium moisture content Me was 
very low and imperceptible, the moisture ratio MR was simplified (Liu et al., 2016), as 
presented by Equation 2.

𝑀𝑅 =
𝑀−  𝑀𝑒
𝑀0− 𝑀𝑒

≈
𝑀
𝑀0

    [2]

where M and M0 were the moisture content at pre-determined time and the initial moisture 
content, respectively (g / g dry solid).

The moisture ratio during drying was then described by a first-order kinetic model. 
The first-order model is the most common and well-understood model used for exponential 
modelling in engineering investigations (Singh et al., 2018). The model was presented by 
Equation 3 (Orikasa et al., 2018).
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𝑀𝑅 = 𝑒−𝑘𝑡      [3]

where MR was the moisture ratio (-), k was the drying rate constant (h-1) and t was drying 
time (h). 

The drying constant, k, was estimated by fitting the obtained moisture content data to 
Equation 3 using the least-squares method. To evaluate the goodness of fit, the determination 
coefficient (R2) was calculated using Equation 4 (Saberian et al., 2014).

𝑅2 = 1−
∑ 𝑀𝑅𝑝𝑟𝑒,𝑖 −𝑀𝑅𝑒𝑥𝑝,𝑖

2𝑁
𝑖=1

∑ 𝑀𝑅𝑝𝑟𝑒 −𝑀𝑅𝑒𝑥𝑝,𝑖
2𝑁

𝑖=1

  [4]

where N was the number of observations, m was the number of constants, MRpre,i and MRexp,i
 

were the i-th predicted and experimental moisture ratio, respectively.

Shrinkage 

Shrinkage (%) was calculated using the formula presented by Equation 5

𝑆ℎ𝑟𝑖𝑛𝑘𝑎𝑔𝑒 =  
𝐷0− 𝐷1
𝐷0

× 100%    [5]

where D0 was dimension (length, width, or thickness) before drying, and D1 was dimension 
after drying.

Color Analysis

The color analysis was performed using Color Meter (Color Meter TES-135A, TES 
Electrical Electronic Corp., Taipei, Taiwan). The lightness (L*), redness/greenness (a*), 
and yellowness/blueness (b*) were evaluated. These parameters were used to calculate the 
color changes (∆E) (Ceballos et al., 2012), which was presented by Equation 6.

∆𝐸 =  𝐿 ∗−𝐿0 2 + 𝑎 ∗ −𝑎0 2 + 𝑏 ∗ −𝑏0 2  [6]

where L0, a0, and b0 were the lightness, redness/greenness, and yellowness/blueness of the 
fresh sample, respectively.

Texture Analysis

Texture analysis was carried out by measuring the deformation force with a Texture 
Analyser (Brookfield CT3 Texture Analyser, Middleboro, MA, USA), using a cylindrical 
probe TA39 (diameter = 2 mm). Freeze-dried fruit was placed on the texture analyser 
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plate and compressed at a rate of 1 mm/s until 20 mm penetration was achieved using one 
compression cycle. The force (N) required to deform the sample was defined as hardness.

Ascorbic Acid Content

The ascorbic acid content was determined using a 2.6D method from AOAC (Nielsen, 
2017). Especially for freeze-dried samples, 200 – 300 g samples were crushed using a 
Waring blender to get slurry. About 10 g of the slurry was dissolved in 100 ml of distilled 
water. After that, the dilution was put into a centrifuge to separate the filtrate. 100 ml filtrate 
of fresh and freeze-dried samples were homogenized with 100 ml of HPO3-HOAc and then 
filtered through filter paper. About 10 ml of filtrate was titrated with 2,6-dichloroindophenol 
(DCPIP) indicator. The ascorbic acid contents measured were presented in mg/100 g in 
dry matter (DM) of the samples.

Scanning Electron Microscopy (SEM)

The magnified image of the cross-sectional morphology of freeze-dried fruits was observed 
using Scanning electron microscopy (SEM; JSM 6510LA JEOL Ltd., Tokyo, Japan). The 
sample was coated with Platinum/Palladium metal using an Auto Fine Coater before placed 
over the SEM sample holder using double-sided tape.

Statistical Analysis

Statistical analysis was performed using IBM SPSS Statistics 23 software (SPSS Inc., 
Chicago, IL). The characteristics of freeze-dried fruits were introduced to variance analysis 
(ANOVA) with a 95 % significance level. When the conditions were achieved, the Duncan 
test was used to test the homogeneity of variances among samples. 

RESULTS AND DISCUSSION

Drying Temperature and Pressure

Figure 2 shows the temperature and pressure during the freeze-drying process. In general, 
it can be seen from all graphs that for all heating temperatures, the product temperature 
reached -5°C during the freezing stage. The freezing rates should be kept low to allow 
simultaneous dehydration and inhibit the increase of vapor flux during the next stage 
(Marques & Freire, 2005). According to Shukla (2011), during the primary stage of drying, 
the increased temperature warms the sample, yet the low pressure below 0.06 atm (71.44 
cmHg vacuum) prevents the liquid forming. As a consequence, the ice crystal became vapor, 
and the sublimation started to occur. Several other studies used even lower pressure and 
temperature during their freeze-drying process. Valentina et al. (2016) freeze-dried several 
types of food with the pressure and freezing temperature were set at 60 millitorrs (75.94 
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cm Hg vacuum) and -40°C, respectively. According to Figure 2, during the second stage of 
drying, the final product temperatures were varied, depending on the heating temperature 
applied. The product temperature after the drying process ranged from 35 – 55°C. This 
result was similar to the study of tropical fruits freeze-drying done by Marques et al. (2006) 
which reached the product final temperature of 38°C.

Moisture Content

The moisture content ratio of the jackfruit of 0.1 was fitted to the first-order kinetic model 
(Equation 3), shown in Figure 3, to evaluate the drying process in this study. The calculated 
results (shown by the solid lines) seem to agree with the measured results (R2 = 0.99), 
indicating the suitability of the model to explain the degradation of moisture ratio during 
freeze-drying. From the graph, it can be seen that the drying rate decreased linearly after 
the first few hours of drying. The drying rate constants calculated for temperatures of 50, 
60, and 70°C were 0.1296, 0.1623, and 0.1957 %/h, respectively. The results show that 
different increasing heating temperatures increased the drying rate of jackfruit in the first 
falling rate period. These results confirm that higher drying temperature would produce 
greater heat transfer, therefore induced moisture evaporation (Sanwiriya & Suleiman, 2019).

The final moisture content of dried jackfruit by the heating temperature of 70°C was 
4.29 % db. This result was similar to that obtained by Yi et al. (2016), who applied the 

-200

-100

0

100

200

300

400

-20

-10

0

10

20

30

40

50

60

70

80

90

100

0 20

Te
m

pe
ra

tu
re

 (°
C

)

Time (hours)

Product Temp.
Heater Temp.
Pressure

-200

-100

0

100

200

300

400

-20

-10

0

10

20

30

40

50

60

70

80

90

100

0 10 20 30

Time (hours)

Product Temp.
Heater Temp.
Pressure

-200

-100

0

100

200

300

400

-20

-10

0

10

20

30

40

50

60

70

80

90

100

0 10 20 30

Pr
es

su
re

 (c
m

H
g)

Time (hours)

Product Temp.
Heater Temp.
Pressure

Figure 2. Temperature and pressure during freeze drying of jackfruit for different heating temperatures 
setting of (a) 50, (b) 60, and (c) 70°C
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freeze-drying to dry jackfruit, with the pressure of 0.1 kPa (75.93 cmHg vacuum) and the 
secondary drying temperature of 25°C, and got the final moisture content of 4.9 % db. 
Meanwhile, the final moisture contents of dried jackfruit by the heating temperature of 50 
and 60°C were 14.04 and 11.33 % db, respectively. Meanwhile, the final moisture content 
of dried snake fruit was 10.52, 4.59, and 2.18 % db for the heating temperature of 50, 60, 
and 70°C, respectively.

The higher the heating temperature, the lower the final moisture contents obtained for 
each fruit sample (p < 0.05). Lower moisture content may provide to the crispness of freeze-
dried chips. The moisture content should be lowered to below 4% to have a good shelf 
life and quality. Moreover, the conventional freeze-drying permits reduction of moisture 
to less than 2% (Prabhakar & Mallika, 2014). Therefore, from the results obtained, 70°C 
was chosen as the best temperature applied to get the optimum final moisture content.

Characteristics of Freeze-dried Jackfruit and Snake Fruit

Table 1 shows the characteristics of freeze-dried jackfruit and snake fruit. Ratti (2001) 
who reviewed the comparison of hot air and freeze-drying of high-value foods, stated 
that shrinkage during freeze-drying was ranged from 5 to 15%, while during air-drying 
shrinkage was around 80%. However, from this study, the shrinkages obtained during 
freeze-drying were quite excessive (20 – 40%), with the effect of heating temperature 
not giving any tendency of significant difference to the results (p > 0.05). The shrinkage 
could be happen due to the short freezing time in the process, which was 6 hours. One 
study reported that a longer freezing time could decrease drying shrinkage (Ciurzyńska 
& Lenart, 2011).

Figure 3. Plot of Moisture Ratio (MR) at three different heating temperatures for freeze-drying process of 
jackfruit
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According to Table 1, the higher temperature would result in a more rigid texture, 
marked by the higher hardness results (p < 0.05). The lower final moisture obtained at low 
temperature could reduce the glass transition point, leading to a stronger matrix of the fruits 
(Mounir et al., 2012). The hardness results of the 70°C heating temperature for snake fruit 
and jackfruit were 54.03 ± 13.98 and 43.38 ± 15.15 N, respectively. The results obtained 
were higher than those done by previous studies of jackfruit freeze-drying (Yi et al., 2016).

Both snake fruit and jackfruit showed a significant increase of L*  value, showed rising 
brightness after drying (p < 0.05). These results confirmed one of the merits of freeze-drying 
to preserve the color of products. Similar results were also obtained by previous studies 
done for soursop (Ceballos et al., 2012), apple, banana, potato, and carrot (Krokida et al., 
2001). There was no difference in ∆E data among different heat temperatures (p > 0.05). 

For the analysis of ascorbic acid content, the freeze-dried fruits from 50°C of heating 
temperature were significantly lower in ascorbic acid content than other variations (p < 
0.05). Besides oxygen and temperature, moisture content also affects the degradation of 
ascorbic acid. Final moisture content that was still high in products would generate high 
water activity, leading to a decrease of ascorbic acid content (Lee & Kader, 2000). A 
previous study had proven that freeze-drying was more effective in preserving ascorbic 
content in products since its degradation was approximately 40% lower than that in air 
drying (Orak et al., 2012).

Scanning Electron Microscopy

Good appearance, adequate rehydration, and crisp texture are the characteristic of freeze-
drying products. Figure 4 shows the cross-sectional of SEM micrographs of the freeze-
dried fruits operated at 100× magnification. Figure 4a, c, and e   correspond to the heating 
temperatures of 50, 60, and 70°C for jackfruit, respectively. Figure 4b, d, and f   correspond 
to the heating temperatures of 50, 60, and 70°C for snake fruit, respectively. 

In general, there was a qualitative difference in pore size among different heat 
temperatures. Commonly in freeze-drying, the material is in the glassy state, and the ice 
sublimation creates pores (Ismail et al., 2016; Rahman, 2001). Therefore, the final product 
of freeze-drying is very porous (as can be seen in 70°C). On the other hand, the SEM 
results for the temperature of 50 and 60°C seemed dense and withered. The minimum 
appearances of the pores suggest the products still in the rubbery state, which confirms the 
low hardness results discussed above. High porosity helps to maintain the structure without 
the deformations, allowing a fast rehydration process due to that water easily reoccupies 
the empty spaces (Pieniazek & Messina, 2017). 
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CONCLUSIONS

This study investigated the effect of temperature on the characteristic changes for snake 
fruit and jackfruit during freeze-drying. A mathematical model based on first-order kinetic 
function was developed to simulate the moisture ratio of fruits undergoing freeze-drying. 
The simulation results showed that first-order kinetic could predict freeze-drying kinetics 
of jackfruit with adequate accuracy. The highest drying rate was reported from the heating 
temperature of 70°C, which was 0.1957 %/h. The lowest moisture content of freeze-
dried jackfruit and snake fruit were4.11 ± 0.07 and 2.18 ± 0.28 %, respectively. From the 
experiment carried out, it can be adequately stated that freeze-drying may be a suitable 
method for processing jackfruits and snake fruit, based on its ability to retain the color, 
aroma, and nutritional value after the drying.
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Figure 4. 100× SEM micrographs of freeze-dried fruits for (a) jackfruit and (b) snake fruit
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ABSTRACT

The shoreline is a very unpredictable, uncertain, and forever changing landscape for any 
coastal process. Due to erosional and accretional activities, the shoreline has continuously 
fluctuated with the continual process of waves and tides. Shore boundaries are determined 
by the shoreline at its furthest towards the sea (low tide) and extreme towards land (high 
tide). The present research aimed to identify the temporal alterations of shoreline and 
changes in land-cover between the areas of Rasulpur to Subarnarekha estuary, east coast 
of India with 70.04 km length of shoreline. An area amounting to 143sq.km had been 
selected for showing the land-cover changing and this area had witnessed the rapid growth 
of population and increasing industrial activities causing an unsurpassable impact on the 
environment. The present study used three multi dated imageries for land use/ land cover 
(LULC) map and seven multi-resolution satellite images were applied to estimate the 
long-term shoreline change rate by dividing the coastal area into three “littoral zones” 

(LZ). The Digital shoreline analysis system 
(DSAS) was applied to identify the shoreline 
change rate of the year 2000 to 2018. Several 
statistical methods, linear regression rate 
(LRR), net shoreline movement (NSM), 
End Point Rate (EPR) were used to find 
out the erosion and accretion rate. The 
result showed that maximum erosion had 
been found in LZ III, rate of -2.22 m/year. 
Maximum accretion had been identified in 
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LZ I, at the rate of 35.5 m/year. The LULC showed that maximum vegetation area had 
been decreased in the year of 2010 (14.21sq.km) but 38.96sq.km vegetation area had 
increased in 2018. The prominent increase had been identified in built up and shallow 
water. Built up had been expanded from 25.59sq.km (2000) to 41.26sq.km (2018). Shallow 
water was increased from 5.53sq.km (2000) to 18.90sq.km (2018). Sand and soil showed 
a decreasing pattern from 2000 – 2018. The outcome acquired from the present study 
will play a significant role to estimate the shoreline migration rate and will be helpful for 
sustainable land use management. The shoreline change rate will be also useful for coastal 
planners to adopt mitigation measures.

Keywords: Digital shoreline analysis system, end point rate, land use/land cover, littoral zone, linear regression 
rate, net shoreline movement

INTRODUCTION

Shoreline is relatively narrow strip of land adjacent to water bodies like sea or lake. 
Components of shoreline is controlled by the wave dynamics and sediment characteristics, 
slope, climate, vegetation, tide fluctuation and overall a littoral behavior. Equilibrium 
shoreline changes its configuration over a time period due to changing behavior of the agent 
(Pandian et al., 2004). Removal of sediment by erosional process is more vulnerable than 
accretion and widening of shoreline. Analysis of shoreline change leads to understanding 
coastal processes operating in a particular area in terms of frequency and magnitude. 
Anthropogenic factors also influence coastal morphology. Every coastal zone has its specific 
natural properties like, coastal slope, bathymetry and water density. Shoreline changes are 
the effects of some coastal processes like, breaking zone, breaker types of wave, breaking 
energy and so on. The surf zone where wave losses its energy and breaks are called the 
breaking wave zone. Braking type means the level of unstable movement within the wave 
(Koloa & Samanta, 2013).

 Coastal zones require a huge amount of spatial research to assess and predict the 
geomorphic changes (Murali & Kumar, 2015). The land use/land cover (LULC) of an area 
that is a combined output of physical and manmade variable and processes. The present 
study fulfill the two main objectives, (i) to observe the shoreline changes and calculate the 
shoreline change rate along the area of Rasulpur river estuary to Subarnarekha river estuary 
in eastern coast of India, (ii) to identify and quantify the land-cover classes for the bench 
mark years 2000, 2010 and 2018 by using different GIS tools. The present study area has 
been  subjected to many geo-environmental factors like beach sand loss, lack of sediment 
transport, shoreline retreat or transgression (erosion), destruction of mangroves, rapid 
growth of urbanization near shore areas, decreasing soil area and increase of water level 
which is become significant cause of concern. Identification and estimation of shoreline 
shifting is an important phenomenon for coastal management and coastal environment 
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monitoring (Van & Bihn, 2008). The output of the present study is the shoreline change 
and LULC maps that can be useful for coastal authority for coastal zone management plan 
for the study area.

Various studies can be found in the existing literature for the study of shoreline change 
and land use/land cover change using geospatial analysis. Present work is based on the 
scientific approach and methodology of several research details given in Table 1. 

Table 1
Scientific approach and methodology of several research details

Scientific approach and methodology Research
Geospatial analysis of shoreline and LULC changes through remote sensing 
and GIS techniques. Samanta & Paul, 2016

Shoreline identification using satellite images  Garcia-Rubio et al., 2009
Study of the land use and land cover changes and CRZ in the coastal area of 
Ganjam district, Odisha.  Guru et al., 2014

Assessment of shoreline changes along Nagapattinam coast using geospatial 
techniques. Mageswaran et al., 2015

Sea level rise and shoreline changes: a geo-informatics appraisal of 
Chandipur coast, Orissa. Mukhopadhyay et al., 2011

Long and short-term shoreline changes along mangalore coast, India. Kumar & Jayappa, 2009
Analysis of land use /land cover using remote sensing techniques –A case 
study of Karur district, Tamil Nadu, India. Balachandar et al., 2011

Automatic shoreline detection and future prediction: a case study on Puri 
Coast, Bay of Bengal, India. Mukhopadhyay et al., 2012

Coastline change detection using remote sensing. Alesheikh et al., 2007

STUDY AREA

The length of 70.04 km shoreline in east coast of India, area between Rasulpur to 
Subarnarekha estuary part of West Bengal and Orissa respectively was selected for the 
present study (Figure 1). East coast of India along with Bay of Bengal is more inundation 
prone and various shocked related to ocean than west coast of India (Chatterjee, 1995). 
The study area is located between latitudes of 21°34’25’’ N to 21°47’16’’ N and longitudes 
87°22’36’’ E to 87°52’55’’ E. Elevation of is less than 3 m in average above sea level 
(Umitsu & Sen, 1987; Goodbred & Kuehl, 2000; Khan & Islam, 2008). Beach sand in 
the study area has been observed as similar to Subarnarekha sand which is mainly quartz 
and yellowish in color tone. The general conception is contracted that the beach sand has 
been supplied from Subarnarekha River not from Ganga (River Research Institute, 2009). 
The entire coastal zone is predominated by south west monsoon with subtropical humid 
climate and three several climate pattern identified these are (i) per-monsoon (March – 
June), (ii) monsoon (June – October) and (iii) retreat monsoon (November – February) 
(Dey et al., 2005). Five important estuary areas have been observed in the study zone. 
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These are: Subarnarekha estuary (Subarnarekha River), Digha estuary (Digha canal and 
Champa River), Mandarmani estuary (Balisai canal and Sapua canal), BeguranJalpai 
(Pichabani canal and Contai canal) and Rasulpur estuary (Rasulpur River). The study area 
has witnessed rapid growth of urbanization due to development of tourism industry and 
various commercial activities are found in hinterland of the study area.

METHODS

Various methods of shoreline identification and shoreline retreat measures are available 
in the existing literature (Jana et al., 2013; Kuleli, 2009; Nguyen et al., 2010; Mujabar & 
Chandrasekar, 2011; Selvan et al., 2014).The shoreline change detection is primarily based 
on the actual positioning of tidal datum that is mainly termed as mean high water (MHW) 
on a map (Everts et al., 1983). In this study, various remote sensing, and GIS methods 
(explained later) were applied to determine the shoreline position; land use/land cover 
changes. Different statistical analyses were also performed for estimating the shoreline 
retreatment rate. The following subsections explain different modules of methodology.

Data Analysis

The study was carried out using three multi-temporal and multi resolution images of 
Landsat ETM+ (Enhanced thematic Mapper) with a spatial resolution of 30m for bands 
1 to 7 and band 8 for 15m and Landsat 8 (Operational Land Imager / OLI) and thermal 

Figure 1. Geographical setting of study area
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infrared sensor (TIR) with a spatial resolution of 30m for band 1 to 7 and 9, 15m for band 
8, band 10 and 11 are thermal bands with a spatial resolution of 100m. In Landsat 8, band 
1 is useful for coastal studies.

Available data over the selected period (2000 – 2018) had differences in their 
resolutions. Since the images were visually interpreted for mapping purpose, these 
differences of resolution did influence the accuracy to obtaining the real information about 
land cover features. Satellite image of 2000 is low resolution image with some atmospheric 
errors which create some problem in identifying the LULC features. The effect of low 
resolution has been observed especially in built up area of 2000 image. Landsat data are 
very much reliable in coastal studies and being used for decades (Munday & Alfodi, 1979; 
Chand & Acharya, 2010). Use of satellite images also proved its reliability in identifying 
the shoreline position and coastal changes (Boak & Turner, 2005). The selected satellite 
images, for the years 2000, 2006, 2007, 2009, 2010, 2015 and 2018 were downloaded from 
USGS Global visualization viewer (https://glovis.usgs.gov).

Identification and Estimation of Shoreline Change

The shoreline was identified by interpreting the differences in shades of tone between the 
land and ocean. Brightness, contrast adjustment and histogram stretch techniques were 
applied on the satellite images for better visual identification. The pixels which represent 
the shoreline were converted into a polyline vector format in ArcGIS environment. In image 
of 2000, some errors were observed related to atmospheric disturbances which generate 
some problem in extracting shoreline; and therefore, correction method was applied for 
this particular image. The least brightness value in every band was detected and this value 
was deducted from all pixel values (DN values) in the corresponding band  that comport 
to atmospherically rectified image (Chavez, 1988; Trinh et al., 2020; Emran et al., 2016).

Prerequisite for change detection analysis are precise geometric correction (Saha 
et al., 2005). All of the satellite images were rectified geometrically in GIS application. 
Geometrically corrected images were projected by Universal Transverse Mercator (UTM) 
projection (WGS 84, Zone: 45N) based on nearest-neighbor interpolation technique. Then, 
standard false color composites (infrared color composites) were created for the satellite 
images.

To estimate the shoreline shifting rate, the Digital Shoreline Analysis System (DSAS) 
was most useful system available at USGS earth explorer website that performed with Arc 
GIS software in collaboration where shoreline change rate had been calculated following 
the “linear regression” (LR) method (Maiti & Bhattacharya, 2009). The vector layers 
(.shp) of shoreline for the years 2000 – 2018 were used in DSAS to estimate the rate of 
shoreline shifting. Transect information were required to estimating the change rate of 
shoreline and 2682 transects (in the form of shape file) were placed at 50 m interval along 
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the shoreline. The DSAS tool was used to estimate the NSM (Net shoreline movement), 
EPR (End point rate) and LRR (Linear Regression Rate). The distance between youngest 
and oldest shorelines was demarcating the estimation of NSM. The LRR was demarcated by 
compatible least squares regression line to all the relative shoreline points of various years 
for a single transect. The EPR was estimated from the horizontal change rate of shorelines. 
The EPR was calculated by dividing the distance of horizontal shoreline change rate by 
the NSM (Thieler et al., 2009). The negative (-) values indicate the retreat of shoreline and 
positive (+) values indicate the advance of shoreline or sea ward movement of shoreline. 
The total area (Subarnarekha estuary to Rasulpur river estuary) was divided into 3 littoral 
zones (LZ) for prominent identification of erosion and accretion pattern. The littoral zone 
is very close area to shoreline. This zone is influenced by the process of transportation and 
sedimentation. The total area was divided into different littoral segment based on important 
estuaries in the study area that were the main source of sediment supply over the area. 
First zone was selected Subarnarekha estuary to Digha estuary area (length of 23.04 km) 
and 932 transects were drawn in this LZ I. Second zone was chosen from Digha estuary to 
BeguranJalpai (length of 31.15 km) and 1051 number of transect were drawn to calculate 
the Shoreline change rate. Final zone was BeguranJalpai to Rasulpur river estuary area 
(length of 16.23km) with 699 number of transects. Three littoral zones were calculated 
by statistical method and finally a zonation map was prepared with five different zones 
according to LRR values and classes were defined based on their values in three littoral 
zones. Two specific classes were obtained: low erosion zone (range -100 to 0) and low 
accretion (range varies from 0 to 100). The entire study area has been observed by these 
two classes. The study shows the changes between 2000 – 2018 time periods (18 years) 
in a long-term method. The analysis was performed based on LRR and EPR method to 
showing the variation of shoreline change rate. LRR method was more compatible to 
showing the long-term changes than EPR method because in EPR method could not 
access more than two shorelines so when additional shorelines were assigned to calculate 
the change rate extra (more than two) shorelines were neglected. Due to this reason rate 
of shoreline migration might be overlooked. In case of LRR method, all shoreline data 
(more than two) were computed in regardless and the accurate rate of shoreline shifting 
was obtained using acceptable statistical techniques (Dolan et al., 2007). The present study 
had been applied both methods (EPR and LRR) to calculate the shoreline change rate and 
variation in both methods.

To justify the location of shoreline a validation method was applied for 2000, 2006, 
2007, 2009, 2010, 2015 and 2018 shoreline. These three shorelines were converted into 
Google earth (.kml) version; and then by the using of Google earth historical imagery 
system these three shorelines were validated.



Shoreline Change and its Impact on Land use using Geospatial Techniques

337Pertanika J. Sci. & Technol. 29 (1): 331 - 348 (2021)

Study of Land Use/ Land Cover

Satellite images and field data were used to classify land cover features (Pal et al., 2012). 
The image classification resulted in the classified land-cover maps for the years 2000, 
2010 and 2018. Image classification was performed in Arc GIS software for following 
land-cover classes: vegetation, soil, shallow water, sand and built-up. To preparing the 
LULC map approximate 143sq.km area was chosen. The total area was divided into three 
littoral zones (LZ) for each year. The LULC classification was performed for these three 
zones of each year to make a comparative study between 2000 – 2018 time periods. The 
maximum likelihood classification algorithm was used to create this land use/ land cover 
map. Maximum likelihood classification is a process where known classes are distributed 
as the maximum for a certain statistic (Scott & Symons, 1971; Mukhopadhyay et al. 2013; 
Mukhopadhyay et al. 2018). The training samples or signatures were collected from the 
images by means of visual image interpretation with appropriate ground truthing. From 
the LULC data, some statistical techniques were adopted to find out the drastic changes 
between 2000 – 2018 timwere. No classified map has been considered as accurate without 
performing the accuracy assessment (Bradley, 2009). To assess any classified image, 
confusion matrix is the most suitable method (Story & Congalton, 1986; Biging et al., 
1998; Oumer, 2009; Zhang et al., 2000; Mujabar & Chandrasekar, 2013). Based on this 
method, similar and dissimilar pixels are assembled to compare the ground truth pixel 
along the location in classified map. Ground truth data are represented through column and 
classified pixel data are represented by row (SCGE, 2011).  The matrix was performed by 
calculating user’s accuracy, producer’s accuracy and overall accuracy measures based on 
the commission and omission error (Coppin & Bauer, 1996; Boschetti et al., 2004; Carlotto, 
2009). Finally, the accuracy assessment was performed to determinethe overall accuracy 
and Kappa co-efficient accuracy (Rossiter, 2014). The result of accuracy assessment is 
given in Table 2.

Overall accuracy as in Equation 1:

∑ CaU
a−1
Q

∗ 100%     (1)

Where, Q and U is the number of total pixel and classes, respectively. The acceptable 
overall accuracy has been considered 85% (Congalton & Green, 1999; Lu & Weng, 2007; 
Li & Zhou, 2009).

Kappa confusion matrix is demarcated as in Equation 2: 

K= 
∑ Ca

Q
∑

CaCa�
Q2

U
a−1

U
a−1

1−∑
Ca�Ca�
Q2

U
a−1

  (2)

Where, Ca. =Row sum
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Table 2 
Showing the accuracy assessment by Kappa Co-efficient

LULC feature 
name

Producer’s accuracy User’s accuracy
2000 2010 2018 2000 2010 2018

Built up 100% 100% 71.43% 37.5% 90% 71.43%
Vegetation 100% 90% 100% 87.50% 100% 100%

Soil 66.66% 100% 71.43% 100% 85.71% 100%
Sand 77.77% 90% 100% 100% 100% 90%

Shallow water 100% 100% 100% 100% 100% 89%
Overall accuracy 85% 95% 90%

Kappa co-efficient 81.25% 93.67% 87.43%

RESULT AND DISCUSSION 

Shoreline Change Analysis

The shoreline change or shoreline recession had been estimated for the area under 
Subarnarekha to Rasulpur river estuary area using Digital Shoreline Analysis System 
(DSAS) tool in Arc GIS 10.3 software. In the study area, shoreline length of 70.04 km 
observed both erosion and accretion (Figure 2, 3, 4). The shorelines of different years were 
drawn in ArcGIS. From the DSAS analysis, EPR and LRR for every transect length over the 
shoreline is shown in Figure 5, 6 and 7. From the DSAS transect analysis it was observed 
that in the LZ I (Figure 2) maximum area was under low erosion to low accretion regime. 
But near Subarnarekha estuary a prominent accretion zone was found but at the same area 
also experiences the erosional tendency (Figure 2). The average positive LRR value was 
found as 35.5 m/year near Subarnarekha estuary and average negative changes of LRR 
value was -1.5 m/year was observed in the extent part of Subarnarekha estuary to before 
Talsari area and near Old Digha, New Digha and Digha estuary area which is under low 
accretion zone. A tetrapod groin was constructed near Digha estuary area for the purpose 
of sedimentation which protects the beach area from coastal erosion in the year of 2007 by 
fishery Dept, Govt. of West Bengal (Figure 8). While in the LZ II (Figure 3) it was noticed 
that maximum area was dominated by low accretional formation and some area near Tajpur 
and Mandarmani estuary was under low erosional regime. The erosion rate was varying 
between -0.64 to -1.85 m/year and positive changes rate was 10.15 m/year in LRR value. 
In the LZ III reflects that the area had experienced low erosional pattern (Figure 4). Junput 
area was under accretion regime with average 32.33 m/year LRR value whereas Rasulpur 
river estuary was under low erosional regime with -2.22 m/year LRR value. Bankiput area 
was under accretion zone but some part of Bankiput shoreline remarked as domination 
of erosion with rate of -3.23 m/year. Figures 5, 6 and 7 explain the prominence of LRR 
method to estimating the long-term shoreline migration compare to EPR method in LZ I, II 
and III. In LRR statistics every change magnitude had been computed which was absence 
in EPR method and accurate change rate was obtained by LRR method. In case of LZ 
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Figure 4. Shoreline change dynamics of LZ 3 (2000-2018)

Figure 2. Shoreline change dynamics of LZ 1 (2000-2018)

Figure 3. Shoreline change dynamics of LZ 2 (2000-2018)
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Figure 7. Graphical representation of shoreline changes in LZ III by EPR & LRR (2000-18)

Figure 6. Graphical representation of shoreline changes in LZ II by EPR & LRR (2000 - 18)

Figure 5. Graphical representation of shoreline changes in LZ I by EPR & LRR (2000 - 18)
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III, the LRR graph showed the prominent erosion in Bankiput and Rasulpur estuary with 
signified value but in EPR method the values were distracted from erosion to accretion 
zone due to its adaptation problem in multiple shoreline data. LZ I also experienced the 
same in Subarnarekha estuary area (Figure 5). Due to this problem, to estimate the long-
term shoreline change rate LRR was the most compatible method.

Spatial Changes in Land Use/ Land Cover Mapping

The land use/land cover classification was done for an area of approximate 143sq.km.  
From this LULC map it was observed that drastic changes occurred from 2000 to 2018 
(Figures 9, 10, 11). To identify the prominent change, total area was divided into three 
littoral zones (LZ) as stated earlier. LZ I (Figure 9) of 2000, 2010, 2018 LULC maps 
showed that the maximum soil area could be found in the year 2000 but it was reduced 
rapidly from 2010 to 2018. This zone also showed that how built-up area was enhanced 
within the time span 2000 to 2018. However, the growth of vegetation was observed after 
2010 and it was increased in 2018. It happened because plantation initiative was adopted 
to protect the shoreline from coastal erosion by West Bengal Govt. after 2010. In the year 
2000, shallow water was observed in few areas but from 2010 the increasing trend of 
water level was found prominently. In LZ II (Figure 10) it was observed that built-up area 
was low in 2010 but in 2018 LULC map built-up increased again. In this zone, soil area 
was low in 2000 and 2018, but in the year 2010 maximum soil area was found. Shallow 
water area was increased from 2010. Maximum sand area was observed in the year 2000. 
Vegetation was increased after 2010. Most of the built-up area found in Mandarmani to 
Dadanpatrabar region. The LZ III (Figure 11) was most accreted area where high vegetation 
cover was found in 2000 and 2018 but in 2010 vegetation cover was reduced. Sand area 
of higher coverage was observed clearly in 2000 but from 2010 it was decreased. Built-up 
area was found mostly in 2010and 2018. This zone clearly showed that water level was 
high in 2010 and 2018 map. Maximum soil area was found in 2010.

Figure 8. Google earth image of Digha estuary and tetrapod groin
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Figure 9. LULC map of LZ I in 2000, 2010, 2018

Figure 10. LULC map of LZ II in 2000, 2010, 2018

Figure 11.  LULC map of LZ III in 2000, 2010, 2018
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Figure 12 shows the total changes in percentage. Figure 12 explains the drastic changes  
that occurred between 2000 – 2018 time span. The built-up area increased in 2000 – 2018 
from 18% to 29% where shallow water level also increased in these 18 years from 4% to 
13%. But soil area was reduced from 49% in 2000 to 45% in 2010 and 24% in 2018. Sand 
area was observed 10% in 2000 but decreased 7% in 2018. Vegetation was 19% in 2000 
but it decreased to 10% in 2010. Sand area increased again in 2018 to 27%.

Figure 13 shows the LULC area in sq.km from 2000 – 2018 in approx. 143sq.km. This 
distribution shows that vegetation area was increased from 27.63sq.km to 38.96sq.km. 
Built-up area was enhanced from 25.69sq.km to 41.26sq.km. Maximum drastic changes 
were observed in soil area that was decreased rapidly from 70.59sq.km to 35.17sq.km in 
18 years. Shallow water was also increased from 5.5sq.km to 18.90sq.km during the same 
time span.

From the accuracy assessment, it has been observed that maximum producer’s accuracy 
was obtained in built up, vegetation and shallow water, whereas the maximum user’s 
accuracy was obtained in class of soil, sand, and shallow water area (2000, 2010, 2018). 

Figure 12. LULC area in percentage (2000 – 2018)

Figure 13. LULC area in sq.km (2000 – 2018)
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The overall accuracy of 85% and Kappa co-efficient 81.25% has been obtained from the 
assessment. The built-up area showed the lowest user’s accuracy in 2000 map (37.5%) due 
to the low resolution of the image. In the classified map of 2010, the highest producer’s 
accuracy was found in built up, soil and shallow water area and accurate user’s accuracy 
was reflects in vegetation, sand and shallow water area with 95% overall accuracy and 
93.67% Kappa co-efficient. The classified image of 2018 remarked the highest producer’s 
accuracy in vegetation, sand and shallow water area and highest user’s accuracy reached 
in vegetation and soil area where the overall accuracy was 90% and Kappa co-efficient 
accuracy was 87.43% (Table 2).

CONCLUSION

The use of remote sensing data to find out the erosion – accretion patterns and LULC 
changes has been presented in this work. The research presented multi-temporal LULC 
status of the study area with coverage of 143sq.km and it also presented shoreline 
shifting analysis for a length of 70.04 km. Over the last 18 years the entire area has been 
facing shoreline advance and retreat related problems, resulting in destructions to the 
environmental situation of the coastal area. The entire area under observation had been 
broadly divided into three “littoral zones” (LZ I to LZ III). The LZ I zone shows an average 
negative LRR value of -0.45 m/year and positive change rate value of 15.5 m/year. The LZ 
I also showed erosion of -1 m/year LRR and 10.15 m/year positive LRR change values. The 
LZ III was under accretion and erosional situation. The erosion change rate was found an 
average of -2.22 m/year and accretion change rate was 32 m/year LRR value. The LULC 
analysis showed that maximum built-up areas were concentrated in LZ 1 and built-up 
areashave been enhanced after the year 2000. Subarnarekha estuary to Digha estuary area 
observed immense pressure of urbanization from 2010. From these three LZ maps it could 
be observed prominently that shallow water was increased from 2010 to 2018. Finally, 
the present work shows the shoreline changes and prepares LULC maps that will play a 
very significant role for decision makers to identify and protect the susceptible zones and 
invent better mitigation methods for associated coastal problems.
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ABSTRACT

Geometry, size, and shape of the surface pores, as well as, capillarity, and exposure 
environment are directly influence strength and durability of cementitious composites. 
The current research aimed to improve the resistance to abrasion and decrease the surface 
porosity of cement-based composites by nano surface coating technique. All samples were 
coated with a mixture of methanol alcohol, ordinary Portland cement and nano powder of 
(TiO2, MgO, ZnO and ZrO2) separately in percentages of (1, 1.5, and 2 %) by weight of 
cement. The hardness, abrasion, water absorption, density, porosity, and microstructural 
analysis: Scanning Electron Microscopy and X-Ray Diffraction (SEM & XRD) were 
studied for all coated and control specimens. Results showed an improvement in mechanical 
properties for all coated specimens as compared to control. The highest Vickers micro 
hardness value had reached 29%, while the largest value of abrasion resistance had increased 
by 39% for coated samples with 2% ZrO2. Also, the results showed a reduction in the 
porosity and water absorption of all coated samples, having highest scores obtained from the 
coated samples with 2% MgO. While the total water absorption rate decreased by 45% and 
the density had increased by 1% and the porosity had decreased by 46%. Additionally, the 
results of microstructural tests revealed pattern and images for each of SEM and XRD. Also, 

results indicated that the nano coating leads 
to significant consumption of Portlandite 
(CH) associated with production of a stable 
structure of CSH and reduction of voids, and 
this is evident from the enhancement in the 
physical properties. 

Keywords: Abrasion resistance, cement composites, 
hardness, microstructure, nano coating, porosity
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INTRODUCTION

Harmful agents present in the medium that concrete is subjected to, were the main reasons 
for degradation and low service life of concrete. Sulfates, carbon dioxide and chlorides 
from industrial and marine environments penetrate into pores and react chemically, causing 
expansive reactions and corrosion of steel bars (Quraishi et al., 2017). However, the 
porosity of the cement- based composites is influenced by many factors that may be due 
to its raw materials, the production procedure, and water / cement ratio, type of curing, 
compaction, and degree of hydration (de la Cruz Barroso et al., 2015). According to what 
was mentioned by Mehta and Monteiro (2006), “the empty pores present in the concrete 
could be classified according to their size to: gel pores: of 1 to 5 μm diameter; capillary 
pores: of 5 to 30 μm diameter; small air bubbles; of 30 μm to 1 mm diameter; and large 
air bubbles: of greater than or equal to 1 mm diameter”. The absorption rate investigated 
on concrete is governed by the capillary pressure of its pores, which is determined by the 
diameter, shape and connection of the pores present in the surface (Pellegrini-Cervantes 
et al., 2013). In the case of ion penetration, the capillary absorption of concrete is a very 
fast process, being considered a hundred times faster than its permeability (Aperador 
et al., 2016). The dispersion method impact for CaCO3 nanoparticles on hydration rate, 
setting, and compressive strength of concrete. Nanoparticles can be used to increase the 
mechanical features of cement composites (Camiletti et al., 2013). Another study was made 
to assess the capability of concrete containing nano TiO2 to degrade organic molecules. 
The extent of nano TiO2 in the concrete mixes was 3, 6, 9, 12, and 15% by cement weight. 
The resulting concrete samples were subjected to sunlight for 24, 48, 72, and 96 hrs. The 
nano TiO2 extinguish the organic molecules, by reducing the surface permeability and, as 
a result, resists certain kinds of air pollution (Elia et al., 2018). The compositions of nano 
coatings are nano powders dissolved in a fluid to reach an excessive surface area to volume 
ratio (Birgisson et al., 2012). Due to nanoparticles coatings, corrosion resistance, antivirus 
features are improved due to enhanced properties of hardness, adhesion, and wear (Mendes 
et al., 2015). In India, this coating technique was extensively utilized in the strengthening 
of New Delhi wealth Games building (Glenn, 2013). Thus, the use of organic coatings on 
concrete is the most common withstand method of concrete and reinforcements versus 
weathering and corrosion (Vera et al., 2013). Further, the inclusion of nano SiO2 as thin film 
on aggregate surfaces enhances the efficiency of concrete. Mortar formed accompanying 
to nano SiO2 of 0.32 by wt. % of cement, as a coating on aggregate surfaces exhibited an 
average 35% enhancement in compressive, flexural, and tensile strengths with a decline 
in chloride permeability (Zhuang & Chen, 2020). The previous and most nanotechnology 
researchers’ studies were focused on characterizing of concrete when nano particles were 
added in the concrete during mixing to increase strength (Ltifi et al., 2011; Zhang et al., 
2019a; Zhang et al., 2019b; Rezania et al., 2019; Ali et al., 2020). Meanwhile, it is the 
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surface pores, which control the rate of entry and movement of detrimental agents that 
can alter concrete properties and causing a deterioration of its microstructure. Thus, the 
surface porosity of cement-based composites is vital in the durability of concrete, which is 
the main characteristic that determines the life for which they were designed. Further, the 
reason behind using nanomaterials was to enhance mortar performance is that the properties 
of the particles at the nanoscale are extremely better than the conventional particle size 
for the same chemical component. This means that novel building materials with superior 
properties could be produced by using nanoparticles. 

The objectives of this research were to study the impact of nano coating on the 
performance of cement-based composite and to improve the resistance to the chemical as 
well as biological agent ingress using different types and doses of nanoparticles as coating 
layer and as a protective shield.

MATERIALS AND METHOD

Materials Characteristics  

The raw materials used were type I cement, micro silica, fine aggregate, water, and super 
plasticizer. Ordinary Portland cement, conforming to I.Q.S 5/1984, was used to produce 
the specimens. Micro silica was used as pozzolanic admixture associated with 124% 
pozzolanic strength activity index. Results revealed that micro silica used in this study 
conformed to the requirements of ASTMC-1240-05 standard. A high range water reducer 
superplasticizer (Sika ViscoCrete 5930) with a density of 1.095 g/cm3 was used to increase 
dispersing of mixes, which had been classified as type G according to ASTM C494-14. 
The sand conforming to the Iraqi Specification No.45/1984 zone 2, was of 4.75 mm 
maximum size. The nano powders in addition to methanol alcohol used in this study were 
provided by Nanoshel Company (USA), and Table 1 presents their properties according 
to manufacturing origin.

Experimental Analysis

In this study, cement based composite boards with a density of 2200 kg/m3 were made and 
tested for 28 days following the ASTM C1185-12. In light of past research, the experimental 
factors were: three different percentages of nanoparticles (1, 1.5, and 2 %) by cement 
weight, and nano particle type (TiO2, MgO, ZnO and ZrO2 All the cement mixes used in 
this investigation had a constant water-to-cement ratio of 35%, superplasticizer-to-cement 
ratio of 1%, the replacement of microsilica by cement weight of 10%, and a cement-to-
sand ratio of 1:2.75. All samples with dimension (305*152*12 mm), were preserved in 
the molds covered with wet burlap secured with a plastic sheet for one day to prevent 
moisture loss. After 28 days of moist curing, coating suspensions were prepared following 
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the procedure described by Ibrahim (2016). Using airbrush spray gun technique at 10 bar 
compressed air at laboratory temperature, sprayed distance 25 cm, feeding rate 300 ml/
min and primary heating of the specimens to 100 °C before coating for 30 minutes to 
improve the bond between the coating layer and the substrate surface. After that, density, 
water absorption and porosity were determined in accordance to ASTM C642-06 using 
the water displacement method. 

Table 1
The properties of used materials according to Nanoshel Company (USA)

Properties
Titanium 

dioxide nano 
powder

Zirconium 
oxide nano 

powder

Zinc oxide 
nano 

powder

Magnesium 
oxide nano 

powder

Methanol 
Alcohol

Chemical composition TiO2 ZrO2 ZnO MgO CH3OH
Purity (%) 99.9 99.9 99.9 99.9 99.8
particle size (nm) 50 50 50 50 /
Specific surface area (m2/gm) 35 45 65 40 /
Color White White White White colorless
Phase Rutile Tetragonal Hexagonal Cubic liquid
Density (g/cm3) 4.3 5.9 5.6 3.6 0.79

The abrasion test machine consists of rotating disc made of tool steel carried out 
by four parameters (load, time, sliding speed, and sliding distance). Applied load was 5 
N, applied time was 1 min, and the constant sliding speed was 1000 rpm with constant 
sliding distance of 5 cm following ASTM C779-03. Vickers micro hardness tester was 
used to measure the hardness at indentation load of 0.1N for 15 second. Four values for 
the hardness were taken on each specimen surface and the average diagonal dimensions 
of this indent were measured to find the Vickers hardness according to ASTM E 384-99. 
In addition, the microstructural properties were investigated in terms of X-ray diffraction 
(XRD), and scanning electron microscope (SEM), for all coated and control specimens.

RESULTS AND DISCUSSION

Effect of Nano Coating on Vickers Hardness

The trends observed during the testing were similar to those seen by other researchers using 
the same nano particles. The increase observed was almost linear in nature for TiO2, ZnO 
and ZrO2 and nonlinear for MgO nano particles. Figure 1 demonstrates the correlation 
between Vickers hardness and nano particle type for both coated and control specimens. 
Higher hardness for coated cement composite specimens were directly related to their 
higher dosage in the coating film. When comparing between nano particles types, ZrO2 
specimens yielded 29 % higher hardness with the higher dosage in the coating film, despite 
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of convergence of results. Whilst ZnO specimens yielded only 13 % higher hardness as 
compared to control specimens. Zirconium oxide nano powder yielded the highest values of 
hardness due to both the accelerated pozzolanic activity between nano oxides and calcium 
hydroxide from cement hydration, which led to harder products and to the filling effect by 
the very tiny particles, thus reducing the number and size of surface pores. This trend is 
similar to that found by Ibrahim (2016).

Figure 1. Effect of nanoparticles on the Vickers micro hardness for all cement specimens

Effect of Nano Coating on Abrasion

The word abrasion mainly points to dry wearing action, like in case of wear on pavements 
and concrete floors by vehicles. There is an essential inverse correlation between porosity 
and strength of all solid materials. Figure 2 shows histogram of the abrasion test results for 
all specimens after 28 days of curing. From Figure 2, it can be seen that the abrasion rate 
reached to the half of control specimen and often quarter that after coating by 2% ZrO2, as 
compared with that of the control. It is also obvious that higher doses of 2% for all types 
were very beneficial to long term abrasion rate and, the lowered 1 % dose might be more 
desirable than high rate for economy consideration, hence decreasing the abrasion rate of 
the final composite. This could be due to the filling effect by the very tiny particles which 
reduced the volume and number of surface pores resulting in solidification of specimen 
surface. Moreover, as compared to control, an increase in the nano particles concentration 
in the coating film from (1 to 2%) decreased the abrasion rate by (21-28%), (14-26%), (9-
23%) and (28-39%) for TiO2, MgO, ZnO and ZrO2, respectively. It was also noticed 1% 
ZnO showed the lower decrease in the abrasion of 39 g/min *10-8, while1% ZrO2 nano 
particles showed the higher decrease of 26 g/min *10-8. This trend is comparable to that 
found by Othman et al., (2016).
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Effect of Nano Coating on Density

Figure 3 shows the average densities of all specimens after 28 days of curing. As discussed 
above, all of the mechanical properties calculated improved as the nano content increased 
in the coating film. The density for each nano particle type varied differently depending 
on the percentage of their mass addition in the coating film and to the density of each type. 
According to Figure 3, all coated specimens were heavier than the control, especially for 
2% zirconium oxide nano particles which had the highest density of 2.262 g/cm3. This 
could be attributed to the high density of (ZrO2) compared to other types. Else ways, 2% 
(MgO) showed the lower improvement in density in comparison to control due to the low 
density of nano MgO particles. However, all the nano coated films showed pozzolanic 
reactivity between nano oxides and calcium hydroxide from cement hydration leading to 

Figure 3. Effect of nanoparticles on the density for all cement specimens

Figure 2. Effect of nanoparticles on the abrasion rate for all cement specimens
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further hydration products that altered the final density. Hence, increasing the nano particle 
dosage in the coating film (1 to 1.5 to 2 %) increased the density of specimen 0.3, 0.8 & 
1.3 % for TiO2; 0.2, 0.5 & 0.8 % for MgO; 0.6, 1.2 & 1.5 % for ZnO; 0.6, 1.2 & 1.7 % 
for ZrO2. These results are in line with the values obtained by Khitab and Arshad (2014).

Effect of Nano Coating on Porosity

From Figure 4, it is observed that all coated specimens would show lower porosity 
especially MgO at 2% by weight of cement. A stronger adhesion between the coating film 
and the substrate surface besides the low density of nano MgO particles was assumed to 
be responsible for this. At higher doses, there would be a chemical interaction between 
the coating film and the specimen surface that filled the empty pores on the surface and 
beyond. However, the ability of mineral nano oxides to react at normal temperatures with 
CH (present in the hydrated Portland cement) and to form additional calcium silicate hydrate 
were responsible for the decrement in porosity of the final composite. As shown in Figure 
4, all coated specimens had porosities in the range of 8-45 %, which was smaller than that 
of control without coating film. It was interesting to find that there existed a reverse linear 
relationship between the nano particle dosage in the coating film and the void ratio. The 
lowest porosity was achieved in 2% MgO (1.92%), and the highest was gained for ZrO2 
(3.26%) at 1% dose of addition.

Figure 4. Effect of nanoparticles on the porosity for all cement specimens

Effect of Nano Coating on Water Absorption

Figure 5 represents the water absorption of all cement coated and the control specimens 
after 28 days of curing. It is obvious that the water absorption for all coated specimens 
was lower than the control, particularly for nano MgO coating of 2% has the lowest water 
absorption (45%) as compared to control. This could be attributed to the low density of nano 
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MgO particles leading to higher volume fraction in the coating film which decreased the 
surface porosity of specimens. Meanwhile, the lowest water absorption for 2% TiO2, ZnO 
and ZrO2 were 34, 37 and 31% respectively. Test results indicated that the water absorption 
of all specimens decreased continuously with increasing the nano particles dosage in the 
coating film. This could be due to the filling effect by the very tiny particles which reduced 
the volume and number of surface pores. Nevertheless, additional hydration products were 
gained during the pozzolanic activity between nano oxides and calcium hydroxide from 
cement hydration as indicated in SEM and XRD images.

Figure 5. Effect of nanoparticles on the water absorption for all cement specimens

XRD Patterns 

After 28 days of curing, XRD analyses were conducted to investigate the activity of 
incorporating nanoparticles for control and coated cement composite specimens. According 
to “Joint Committee on Powder Diffraction Standards (JCPDS)”, the components shown in 
the Figure 1 to 6 were: Portlandite: Ca(OH)2, hexagonal crystallized, Tobermorite: Ca5Si6 
(O, OH, F)18.5H2O, orthorhombic crystallized, Ettringite: Ca6Al2 (SO4)3(OH)12. 26H2O, 
hexagonal crystallized, CSH: CaO.SiO2.H2O, poor crystallized, CS: CaSiO3, monoclinic 
crystallized, Zirconium Oxide: ZrO2, tetragonal crystallized, Titanium Dioxide: TiO2, rutile, 
Magnesium Oxide: MgO, cubic crystallized, and Zinc Oxide: ZnO, hexagonal crystallized. 
The results of the X-ray diffraction spectra presented in Figure 6 to 10 include data from 
representative mixtures from the testing matrix control and coated with four types of 
nano powders. According to Figure 6, major peak humps of Ca(OH)2 was observed in 
the diffraction pattern 2Ѳ values of 21.5°, 29.5° and 37° for control mixes. Meanwhile, 
a minor peak of (CSH, CS and ettringite) were noticed in the diffraction pattern between 
2Ѳ values of 22°, 25° and 52°. It is also evident from XRD patterns in Figures 7 to 10 
that the CH intensity decreased with the ZrO2, TiO2, MgO, and ZnO coated nanoparticles. 
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However, the results are agreeable with those of obtained by Ahmed et al. (2017). It is 
therefore concluded from Figure 7 to 10 that the nanoparticles chemically reacted with 
CH produced during the hydration of cement. The pozzolanic reactivity of nanoparticles 
can significantly improve the microstructure, so enhancing the mechanical performance 
of the cement composites (Othman et al., 2016).

Figure 6. The XRD patterns for the control cement specimen

Figure 7. The XRD patterns for the cement coated specimen with 2% TiO2 nanoparticles
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Figure 8. The XRD patterns for the cement coated specimen with 2% MgO nanoparticles

Figure 10. The XRD patterns for the cement coated specimen with 2% ZrO2 nanoparticles

Figure 9. The XRD patterns for the cement coated specimen with 2% ZnO nanoparticles
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SEM Analysis

SEM analysis of the cementitious composites offered a good qualitative view of the 
mineralogy that lies inside the composite structure. Figure 11 views the SEM micrographs 
of control and coated with four types of nano powders fractured surface after 28 days of 
moist curing. Four representative images for each specimen were obtained and only one 
SEM micrograph was chosen from them. The existence of CH crystals connected to the CSH 
gel (arrow 1/a) indicates that the microstructure was weak and also explains the reduction 
of mechanical properties for the control mix. Whereas it seems clear that the surface pores 
were partially filled with 2% TiO2 nano particles and/or additional hydration products from 
the pozzolanic activity (arrow 2/b). Also, it is obvious that after 2% MgO nano coating, 
there was a good adhesion force between CSH and CS, so no cracks appeared within ITZ 
(arrows 3/c). However, the cross section of 2% ZnO used here, was composed of large 
crystals of CH, so the fracture crack at failure initiated rapidly within ITZ so reducing 
the final composite strength (arrows 4/d). This is an indication of low pozzolanic activity 
for Zinc oxide nano powder. This is the opposite of what happened to the composite after 
ZrO2 nano coating (arrows 5/e). The surface black holes were completely filled with 
extra CSH from the pozzolanic activity and there was no indication for CH crystals in 

Figure 11. SEM images of fractured surface at 28-day for specimens: (a) control; (b) coated with 2% TiO2; 
(c) coated with 2% MgO; (d) coated with 2% ZnO and (e) coated with 2% ZrO2

(a) (b) (c)

(d) (e)
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the morphology. Therefore, the coated cement matrix is denser than control mix that can 
enhance the interfacial transition zone, and certainly promote the strength and density of 
the end composite. The results are in accordance with prior work done by Du et al. (2019).

CONCLUSION

Based on the analysis of data compiled throughout this study, these conclusions are 
summarized as follows: 

1. Higher hardness was observed for coated specimens that directly related to their 
higher dosage in the coating film. 2% ZrO2 yielded 29 % the superior hardness 
whilst, ZnO specimens yielded only 13 % higher hardness as compared to control.

2. The abrasion rate reduced after coating by nano particles, as compared to control. 
Higher doses of 2% for all types were very beneficial to long term abrasion rate, 
thereby decreasing the abrasion rate of the final composite.

3. All coated specimens were heavier than the control, especially for 2% ZrO2 nano 
particles which had the highest density of 2.262 g/cm3.

4. All coated specimens showed lower porosity, especially MgO at 2% by weight of 
cement due to both the accelerated pozzolanic activity between nano oxides and 
calcium hydroxide and to the filling effect by the very tiny particles leading to the 
reduction in the number and size of pores.

5. 2% MgO coating had the highest water absorption (45%) as compared to control. 
Meanwhile, the water absorption for 2% TiO2, ZnO and ZrO2 were 34, 37 and 
31% respectively.

6. It was evident from XRD patterns that the CH intensity decreased with the coated 
ZrO2, TiO2, MgO, and ZnO nanoparticles.

7. The surface black holes were completely filled with nano particles and/or extra 
CSH from the pozzolanic activity and there was no indication for CH crystals in 
the morphology except for ZnO.

8. ZrO2 was the best nano material that improve the performance of cement-based 
composites. For economic consideration, 1.5 % was the preferable dose that 
maximize the performance of cement-based composites. Over this dose (2%) a 
low improvement was noticed.
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ABSTRACT

Tidung Island, located near Jakarta Bay, is a tourism and conservation area.  It is necessary 
to keep these seawaters unpolluted. To calculate the level of pollution, it is necessary to 
know the sediment concentration. Quantifying concentration suspended sediment is 
important for knowledge of sediment transport. Researchers usually use water sample 
analysis and optical method for quantifying suspended sediment in seawater.  Less 
accuracies of these methods are due to under sample of seawater and the existence 
of biological fouling.  One promising method to measure concentration of suspended 
sediment is using Acoustic Doppler Current Profiler (ADCP). ADCP is usually used 
by oceanographer and hydrographer to measure ocean current.  In this research, ADCP 
with 300 kHz operating frequency was used effectively to measure suspended sediment 
concentration (SSC) and ocean current simultaneously. The echo intensity received 
from suspended sediment was computed using sonar equations to quantify SSC.  
The empirical equation between echo intensity and SSC was found. The SSC value 
obtained by ADCP was also compared with in situ measurement. The result showed that 

quantified SSC value obtained by ADCP 
was nearly equal with SSC obtained 
from in situ measurement with coefficient 
correlation of 0.98. The high concentration 
ranged from 55 mg/L to 80 mg/L at the 
surface layer to a depth 12 m, moderate 
concentration ranged from 45 mg/L to 55 
mg/L at a depth 12 m to 40 m, and low 
concentration less than 45 mg/L at a depth 
greater than 40 m.  The distribution of SSC 



Henry Munandar Manik and Randi Firdaus

364 Pertanika J. Sci. & Technol. 29 (1): 363 - 385 (2021)

was correlated with ocean current condition.  In small currents, suspended solids will 
settle faster so that the concentration in the water column will decrease. Conversely, if the 
velocity is high, suspended solids will continue to float carried by the current in the water 
column so that the concentration is high.

Keywords: Acoustic Doppler Current Profiler, suspended sediment concentration, Tidung Island

INTRODUCTION

Improvement of sediment transport monitoring is a crucial for coastal management.   
Knowledge of sediment concentration provides a better understanding of marine 
environment. Degradation of marine fisheries resources can damage coastal ecosystems 
such as fish, coral reefs, and another marine biota. Therefore, the study to quantify sediment 
concentration is vital to detecting and monitoring sediment in the ocean.  The decrease of 
photosynthesis is caused by the high concentration of suspended sediment.

Suspended sediment is one of marine pollution indicator that is very important in the 
aquatic environment. In coral reef ecosystems in coastal areas, the life of underwater biota 
is strongly influenced by the concentration of suspended sediments. But until now, the 
measurement of suspended sediment concentrations is still constrained by conventional 
methods, which cannot be measured continuously. The Acoustic Doppler Current Profiler 
(ADCP) device, which was originally designed to measure the profile of ocean current speed 
and direction, can be used to measure suspended sediment concentrations simultaneously 
by converting echo intensity from sediment using Sonar equation. 

Determination of suspended sediment concentrations is of fundamental importance in 
studying sediment transport (American Public Health Association, 2012). Measurement of 
suspended sediment concentration can be conducted in two ways, namely by gravimetry and 
acoustic methods. The conventional method using the gravimetric method in the laboratory 
has several disadvantages, namely requiring many water samples at each point and depth of 
the observation station, therefore it is not possible to gather time series data.  Other reason 
is this method takes time to conduct and thus needs more budget (Medwin & Clay, 1997; 
Ainsle & McColm, 1998; Deines, 1999; Downing, 1996; Poerbandono & Mayerle, 2004; 
Ghaffari et al., 2011; Poerbandono & Suprijo, 2013). Therefore, ADCP instruments are 
used as an alternative since it can produce continuous suspended sediment concentration, 
(SSC) data with a long-time scale and broad distribution (Manik et al., 2020).

State of the Art

The current study demonstrates the application of sonar equation to quantify echo intensity 
of ADCP instrument and measure the suspended sediment concentration in Tidung Island 
seawaters, Indonesia.  ADCP is usually to measure ocean current, however in this research 
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measurement of suspended sediment concentration and ocean current was simultaneously 
conducted.

The hydroacoustic technology utilizes sound waves for various purposes of underwater 
detection. The ADCP device is able to detect and quantify underwater objects accurately by 
emitting sound to the target then the target reflects back sound waves until they are received 
by acoustic devices (Holdaway et al., 1999; Gartner & Cheng, 2001; Gruber et al., 2016). 
Through acoustic signals obtained, the determination of spatial and temporal suspended 
sediment concentrations can be better obtained when compared to conventional methods. 

This research is significant to monitor the condition of marine waters in the ecosystem 
of Jakarta Bay from the threat of suspended sediment pollution. The objective was to 
quantify real time and accurate of the acoustic intensity obtained from ADCP instrument 
to be used in determining the suspended sediments concentration (SSC).

METHODS 

The procedure for collecting field data included data collection using ADCP and water 
sampling. Data processing carried out the conversion of data in the form of echo intensity 
from ADCP to the concentration of suspended sediments. In laboratory measurements, 
gravimetric analysis was compared to acoustic method for suspended sediment 
concentrations measurements. The value of suspended sediment concentration obtained 
from the results of analysis in the laboratory was in absolute value, so the level of confidence 
was very high. 

Figure 1 shows data acquisition using one ADCP moves with downward-looking sound 
waves. Data acquisition was done with two lines that represent the characteristics of the 
waters of Tidung Island. Determination of the data collection transect line is based on the 
location in the field, namely the water near the port and in a location far from the port. 

Figure 1. The method of data acquisition using the ADCP in a downward-looking method
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Water sampling was carried out during the high tide and low tide period with the aim of 
comparing the measurement results from the ADCP. 

The ADCP instrument was installed at 0.65 meters below the sea surface, the maximum 
depth of detection was 50 meters, and the thickness of the bin and hose data was 1 meter and 
1 second. ADCP are designed for motion is relatively slow and unaffected by ocean waves. 
A flux-gate compass and inclinometers can measure pitch, roll, and heading effectively.

Echo intensity was derived from ADCP calibrated with the laboratory measurement and 
analyzed using a linear regression. The results of the analysis produce slope and intercept 
values   could be used in the process of converting echo intensity (EI) values   to SSC using 
Valeport Datalog X2 software to produce spreadsheets, then plotted in MATLAB.

In this research we also used a sensor to measure turbidity value of seawater and 
correlated it with SSC value.

Sonar Equation for ADCP

ADCP instrument transmits the acoustic signal into water column and hits the underwater 
object such as suspended sediment (Simmonds & MacLennan, 2005). The acoustic signal 
from suspended sediment was backscattered to the ADCP transducer.  The value of acoustic 
backscatter was processed to quantify suspended sediment using Sonar Equation.  The 
foundational sonar equation between SSC and the relative backscatter (RB) can be expressed 
as in decibel (dB) (Equation 1) (Gartner, 2004):

𝑆𝑆𝐶 = 10(𝐴 + 𝐵 � 𝑅𝐵) or 10 log (SSC) = A + B. (RB)  (1)

where A and B are empirical parameters derived from known SSC and RB data pairs. 
The relative backscatter is the measured acoustic backscatter corrected for transmission 

losses in units of dB.  Acoustic waves in the water will experience sound propagation in the 
form of geometric attenuation and shrinkage due to the presence of suspended sediments 
in the water column. 

Relating RB and SSC can be expressed as Equation 2:

𝑅𝐵 = 𝑅𝐿+ 2 𝑇𝐿       (2)

where RL is the reverberation level and 2.TL is the two way transmission loss.  The RL is 
given as Equation 3:

RL = SL – 2 TL + TS     (3)
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where SL is source level and TS is target strength of suspended sediment.  Here TS depends 
on acoustic frequency, particle size and shape, and rigidity.  ADCP instrument measures 
the RL using Equation 4:

RL = Kc (EI – Er)      (4)

where Kc is the received signal strength indicator scale factor, EI is the echo strength 
(counts), Er is the reference level for echo intensity (counts).  Kc can be estimated using 
Equation 5:

𝐾𝑐 =  
127.3
𝑇+ 273       (5)

where T is the real time temperature of the amplification circuits in oC.  Measuring 
Transmission Loss (TL) depends on spherical spreading of the beam and absorption of 
sound, and is given by Equation 6:

TL = 10 Ψ  log (R) + α R     (6)

where Ψ is a near field correction factor, R is the slant range from transducer head to 
measured bin (m), α is absorption coefficient of sea water and attenuation from suspended 
sediment.  (Francois & Garrison, 1982a; Francois & Garrison, 1982b; Sassi et al., 2012). 
The correction factor for near field spreading loss is (Equation 7):

𝜓 =
1 + 1.35 𝑍+ 2.5 𝑍 3.2

[1.35 𝑍+ 2.5 𝑍 3.2]     (7)

 where Z = R / Rcritical and Rcritical = π a2 / λ. , a is the radius of transducer (cm) and λ is 
acoustic wavelength.  Sound absorption in sea water is calculated by Equation 8:

𝛼𝑤 = 8.687
3.38. 10−6.𝑓2

𝑓𝑟
    (8)

where f is operating frequency (Hz) of ADCP and fr, the relaxation frequency (Hz) depends 
on sea water temperature (T) as in Equation 9:

𝑓𝑟 = 21,9 × 10(6− 1520
273+𝑇)     (9)
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The attenuation due to absorption of sediment (αs) is calculated in this research by 
Equation 10:

𝛼𝑠 = −
1
2 
𝑑
𝑑𝑟 (𝑊)      (10)

where W is water corrected backscatter.
Final equation of SSC is expressed by Equation 11:

𝑆𝑆𝐶 = 10𝐴 + 𝐵 (𝐾𝑐 𝐸𝐼−𝐸𝑟 +2(10log 𝑅 + 𝛼 𝑅))    (11)

where echo intensity (EI), slant range (R) and reference level (Er) can be measured with 
ADCP, while Kc and α are estimated.

The data used are scattered backwater water intensity data from four beams of ADCP 
type RDI Workhouse 307.2 kHz on lines 1 and 2 on the waters around Tidung Island 
showed in Figure 2. Line 1 is in the north of Tidung Island while line 2 is in the South of 
Tidung Island. 

For gravimetric method, one liter of seawater was sampled and analyzed in the 
laboratory. A 500 ml of sub water sample was used and then processed with vacuum-filtered 
with a 1.5 µm particle retention. The filters were dried for 24 hours at 100 oC, reweighed 
to measure in situ concentration of suspended sediment.

Figure 2. Analyzed track location (−− Lines 1 and 2 are for collecting ADCP data). Sea water depth ranged 
from 5 to 60 m
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RESULTS AND DISCUSSIONS

Figures 3 and 4 show the linear relationship between the scattering value of each beam with 
other beams. Figures 3 and 4 illustrate the echo intensity detection in Count unit resulted 

Figure 3. Comparison of backscatter values in line 1
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Figure 4. Comparison of backscatter values   between beams in line 2

80 100 120 140 160 180 200

beam 1 (count)

80

100

120

140

160

180

200
be

am
 2

 (c
ou

nt
)

80 100 120 140 160 180 200

beam 1 (count)

80

100

120

140

160

180

200

be
am

 3
 (c

ou
nt

)

80 100 120 140 160 180 200

beam 1 (count)

80

100

120

140

160

180

200

be
am

 4
 (c

ou
nt

)

80 100 120 140 160 180 200

beam 2 (count)

80

100

120

140

160

180

200

be
am

 3
 (c

ou
nt

)



Suspended Sediment using Acoustic Doppler Current Profiler

371Pertanika J. Sci. & Technol. 29 (1): 363 - 385 (2021)

from the four beams of ADCP and comparison this echo for each beam from the ADCP 
transducer.  Finally, the average signal of each beam was combined to further process of 
echo intensity to measure suspended sediment concentration. 

The screening of data was performed on ADCP data recorded in each beam.  A beam 
to beam comparison of the echo intensity value was conducted for all four ADCP beams. 
Figures 3 and 4 show the scatterplot of echo intensity (blue dot colour) for each beam 
and for combined ADCP beam (red dot colour). Echo intensity data were recorded in 
beam coordinated and the data quality were retained for ensemble of each beam.  The 
applications of the comparison ADCP beams is to provide careful application of the 
instrument calibration and particular attention to the measurement of echo intensity of the 
beam-by-beam.

Figure 5 shows the curve of echo intensity against suspended sediment calibration 
obtained from ADCP with a high correlation coefficient (r) of 0.96 in Equation 12.   Figure 
6 shows the SSC estimated by ADCP compare to direct measurement of SSC using 
gravimetric analysis with r = 0.98 in Equation 13.  Figure 7 shows the high relationship 
between turbidity (NTU) and SSC (mg/L) with r = 0.91 in Equation 14:

10 log 10 (SSC) = 0.2843 EI (dB) - 46.66   (12)

SSC est = 10 1.0607 RB – 2.32     (13)

SSC = 1.8395 Turbidity 0.901     (14)

The results of the conversion of counts into relative backscatter (relative dB) in line 1 
are presented in Figures 8 and 9.  Conversions were carried out by a scale factor of 0.43 
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Figure 5. Echo intensity against direct sample of suspended sediment concentration (SSC)
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for every 1 count. The intensity value (in count) ranged from 80 to 180 in line 1 where 
the high value was at the surface while the low value was near the bottom of the water. 
The intensity value in line 2 ranged from 60 in deep waters to 180 counts on the surface. 
Overall, the backscatter pattern in lines 1 and 2 had similarities, in the surface layer to a 
depth of 10 m was the layer with the highest intensity and the intensity decreased with 
increasing depth.

Figure 6.  Validation of the estimated SSC using ADCP and measured SSC using gravimetric analysis

Figure 7.  Suspended sediment calibration for a turbidity probe
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Figure 8. Example of the results of conversion of backscatter values   in units of count (a) to relative dB units 
(b) using a scale factor of 0.43 in line 1 

(a)

(b)

Figure 9. Example of the results of the conversion of backscatter values   in units of count (a) into relative dB 
units (b) using a scale factor of 0.43 in line 2
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Figure 10. Distribution of SSC (mg / L) on each beam and the average in line 1.

The vertical profile of SSC in lines 1 and 2 of Tidung Island waters was obtained 
after the backscatter value (relative dB) (Figures 8 and 9) was changed to SSC (mg / L) 
concentration using Equation 10. The SSC concentration for each beam and the average 
on line 2 are presented in Figure 10 for line 1 and Figure 11 for line 2.

High SSC (> 55 mg / L) were in the surface layer to a depth of 12 m. At a depth of 15 
m to the bottom of the water the SSC ranged from 40 mg / L to 50 mg / L. The area to the 
west (left) had a lower concentration than the east at the same depth.

In contrast to line 1, SSC on line 2 showed a variation between high, moderate, and 
low SSC. This is because the depth of the water on line 2 was quite deep (more than 50 
m, but because the detection distance was only set to a maximum at a depth of 50 m, so 
that the bottom of the water was not detected). High concentrations (55 mg / L to 80 mg / 
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L) were found in the surface layer to a depth of 12 m, while moderate concentrations (55 
mg / L to 45 mg / L) were at a depth of 12 m to a depth of 32 m, then low concentrations 
( <45 mg / L) at depths greater than 40 m. Near the sea bottom, the SSC had a wave-like 
contour. On the surface, the SSC in the western part was higher than the eastern part, 
contrasting with the SSC near the sea bottom where high concentrations were in the east. 
This indicates that there are different factors that affect the concentration of SSC on the 
surface and in deeper waters. The existence of suspended sediment in the surface bottom 
is coarse sediment. This is supported by the result of previous research (Li et al., 2005).

In general, the concentration of SSC on lines 1 and 2 had the same pattern where high 
concentrations were on the surface. This result is contrary to the results of the previous 
study in the Lembeh Strait which showed high concentration was located near the bottom of 
the water (Dwinovantyo et al., 2017). This is probably due to differences in oceanographic 
conditions in both waters. In addition, the concentration of SSC on line 2 (south of Tidung 
Island) was higher than that of line 1 (north of Tidung Island). This could be seen from 
the SSC of the surface layer to a depth of 10 m. This is probably because in the southern 

Figure 11. Distribution of SSC (mg / L) on each beam and the average in line 2
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part there is more have an anthropogenic activity because there are main ports and the 
construction of physical buildings. In addition, the southern part is also closer to Jakarta 
Bay which has a higher turbidity.  

From this result, we had succeeded in converting echo intensity to suspended sediment 
concentration and validated its results with in situ measurement by using gravimetric 
method and turbidity sensor.  By using Rayleigh scattering theory (Thorne et al., 1991), 
we estimated the particle size of detected suspended sediment was less than 1600 µm.

Relationship between SSC and Ocean Current

Extracting ADCP data resulted in the component of water current velocity and direction. The 
component data of the current velocity in the direction of x (u) and the velocity component 
in the direction y (v) are further processed to obtain the magnitude and direction of the 
current. The current magnitude is calculated by Equation 15 (Urick, 1996):

𝑉 = 𝑢2 + 𝑣2       (15)

while the direction of the north direction as 0o is calculated through Equation 16:

𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 ° = 270𝑜 − 𝑎 𝑡𝑎𝑛2 𝑣,𝑢    (16)

where:

with π stand for 180o.
Because the current velocity and the concentration of suspended solids vary with depth, 

a correlation is performed for the average current data and suspended solids concentration 
(SSC) for all pinged data depths. The current relationship with SSC is expressed by Pearson 
linear correlation formulated as Equation 17:
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𝑟 = ∑ 𝑋𝑖−𝑋� 𝑌𝑖−𝑌�𝑛
𝑖=1

∑ 𝑋𝑖−𝑋� 2𝑛
𝑖=1 ∑ 𝑌𝑖−𝑌� 2𝑛

𝑖=1
    (17)

where 𝑋� = ∑ 𝑋𝑖
𝑛

𝑛
𝑖=1 dan 𝑌� = ∑ 𝑌𝑖

𝑛
𝑛
𝑖=1 and 𝑋� = ∑ 𝑋𝑖

𝑛
𝑛
𝑖=1 dan 𝑌� = ∑ 𝑌𝑖

𝑛
𝑛
𝑖=1 ; n is the amount of data per depth, X is the current 

speed while Y is the SSC value.
A strong relationship if the value of r approaches 1 or -1, with a negative sign (-) stating 

the relationship between X and Y is the opposite. Correlations were also made for each 
individual ping on both lines.

Vertical distribution of suspended solids (SSC), velocity and direction of flow were 
shown in Figure 12. The current velocity on line 1 ranged between 0 and 0.9 m / s, but 
the dominant speed was 0.2 to 0.4 m / s (blue to light blue). Figure 12 also shows the 
current velocity variation as well as SSC variation. High speed on the surface to a depth 

Figure 12. (a) Distribution of SSC; (b) current velocity; and (c) current direction on line 1

(a)

(b)

(c)
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of 10 m while low speeds were near the bottom of the water. This is because one of the 
driving factors was the wind so that near the surface the influence of the wind in moving 
sea water was very large. The direction of the flow tended to be uniform on line 1 which 
was towards the east. This indicates that the current driving factor on the surface to the 
bottom is the same. These results are in good agreement with previous research (Gartner, 
2004; Park & Lee, 2016).

The value of SSC in the eastern region had a higher value than the western region at 
the same depth. This is most likely caused by currents. The current direction was dominant 
to the east (Figure 13). This caused suspended solids to be carried eastward.

The value of current velocity on line 2 (which is in the south) was far greater than that 
of line 1(which was in the north). This can be seen from the red color (the value of the 
high current velocity, > 0.6 m / s) on Figure 13 on line 2 which dominates more. On line 
2 there was also a stratification of the current velocity. The highest ocean current velocity 

Figure 13. (a) Flow velocity distribution; (b) current direction; and (c) suspended sediment concentration

(a)

(b)

(c)
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value was at a depth of 10 m, the deeper, the lower the current speed. The direction of the 
dominant current on line 2 was also almost the same as line 1 which was eastward.

To see more clearly how the velocity and direction of the distribution were made 
current rose for both trajectories in three layers of depth were 2.71 m depth, 14.71 m and 
28.71 m each of which represented the surface conditions, the middle layer and the deeper 
layers (Figures 14 and 15).

At a depth of 2.71 m, the dominant current direction went east with a speed of less 
than 0.6 m / s (Figure 14). The dominant speed at this depth was 0.2 to 0.4 m / s, while the 
frequency of speeds of 0.4 to 0.6 m / s was very small. At a depth of 14.71 m, the current 
speed was higher than at a depth of 2.71 m, where the speed of 0.4 to 0.6 m / s was high, 
even at this depth there was a current speed of 0.6 to 0.8 m / s. The direction of flow at 
a depth of 14.71 m was more varied with the direction from east to southeast. At a depth 

Figure 14. Current roses at: (a) 2.71 m; (b) 14.71 m; and (c) 28.71 m on line 1

(a) (b)

(c)
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of 28.71 m, the current direction was almost the same as the depth of 14.71 m, but the 
speed was lower, and was dominated at speeds of 0.4 to 0.6 m / s. This pattern is due to 
the surface and near the bottom, the current will have a friction which will inhibit the flow 
of current.  The SSC distribution was influenced by tidal current and this research was in  
good agreement with other researchers (Li et al., 2015). 

The ocean current pattern on line 2 was similar to line 1, which was a low current 
velocity at a depth of 2.71 m and a maximum at a depth of 14.71 m. The current velocity 
on line 2 was higher for each layer compared to line 1. While the direction of the current 
was almost the same between line 16 and trajectory which was east to southeast (Figure 15).  

The relationship between ocean current and SSC values is shown in Figure 16. This 
relationship is expressed by Pearson’s correlation coefficient. Correlation was performed 
on the average data of current velocity and SSC. 

Figure 15. Current roses at: (a) 2.71 m; (b) 14.71 m; and (c) 28.71 m on line 2

(a) (b)

(c)
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Figure 16. Relationship between current velocity with the concentration of suspended solids on: (a) line 1; 
and (b) line 2

(a)

(b)
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The average current velocity of each depth with the SSC value of each depth on lines 
1 and 2 had a very high linear correlation of 0.97 for lines 1 (Figure 16a) and 0.99 for line 
2 (Figure 16b). Based on Figure 16, the SSC value was high in a fast ocean current. This 
is related to the settling velocity of suspended particles which is influenced by the velocity 
of the fluid and the grain size of the particles. In small currents, suspended solids will 
settle faster so that the concentration in the water column will decrease. Conversely, if the 
velocity is high, suspended solids will continue to float carried by the current in the water 
column so that the concentration is high. This is confirmed from the vertical SSC profile and 
current. The effect of onshore SSC increased on the tidal pumping of sediment. This is also 
found by previous researchers (Wall et al., 2006; Yu et al., 2012). The highest SSC value 
on both lines was at a depth of 5 to 15 m, corresponding to the maximum current velocity 
value at that depth. In addition, the higher SSC value on the line 2 compared to the line 1 
also confirms that it corresponds to the higher current velocity on line 2 higher than the 
line 2. This indicates that there is a difference in the transport mechanism or the size of the 
dissolved particles between the two lines.  This research result   is in agreement to previous 
research (Chen et al., 2006; Jiang et al., 2007; Moore et al., 2012; Rai & Kumar, 2015).  
They stated that ocean hydrodynamics and biological processes affected the distribution 
of suspended sediment.   Sediment transport in coastal water is important because of the 
impact it has on water quality, turbidity, marine habitats (Tessier et al., 2008; Thorne et al., 
2014). In the next research we suggest to measure the attenuation of suspended sediment 
for computing sonar equation to gain the SSC. We had effectively used a new technology 
using ADCP because it is recognized as having the capability of measuring suspended 
sediment with high spatial-temporal resolution and ocean current simultaneously.

CONCLUSION 

Acoustic Doppler Current Profiler (ADCP) had been used to quantify the concentration 
of suspended sediments. The estimated SSC from the acoustic technique showed a high 
correlation coefficient of 0.98 with in situ measurement using gravimetric method.  In 
general, the distribution of SSC for line 1 and line 2 for all ADCP beams had the same 
pattern where high SSC occurred at the sea surface.  

ADCP measurements reliably assess SSC from the water column until the seabed.  
Sonar equation theory confirms the empirical calibration.  By using Rayleigh scattering 
theory for 300 kHz frequency, the particle size of suspended sediment of  less than 1600 
µm was predicted.

 The ocean hydrodynamic condition such as ocean current is the key factor responsible 
for SSC distribution in the study area.  
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ABSTRACT

Carbon emissions in Malaysia are escalating due to rapid urbanisation wherein their sources 
are claimed to be generated by the construction industry, including urban park development. 
Upon completion of the urban park project, the vegetation will supposedly function 
immediately as a carbon sequester. However, the processes of building, maintaining, 
and renewing built features and plantings can emit additional carbon dioxide (CO2) 
than the storage. Rigorous CO2 release across the maintenance and renewal stages may 
be contributed by park management activities, such as planting grooming, built feature 
rectification, and park maintenance works. This study investigated carbon footprint derived 
from built features and planting works during the construction, maintenance, and renewal 
stages of park management. Taman Bandaran Kelana Jaya and Taman Aman Petaling 

Jaya were chosen as the study sites as they 
were located at urban areas. Continued use 
of the parks resulted in a swift deterioration 
of its facilities, whereby this scenario would 
ensure recurrent maintenance and renewal 
works were conducted for them. As-built 
drawings were utilised to identify the lists 
of inventories and work breakdown structure 
for every built feature and planting work to 
approximate the indirect CO2 emissions, 
which was aided by EToolLCD software. 
This study revealed that the amount of CO2 
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sequestered by the manicured vegetation was only 28.7% out of the total CO2 emission 
produced since its construction stage. Hence, urban parks can be perceived as a carbon 
source instead of a carbon sink medium. 

Keywords: Carbon footprint, CO2 emission, CO2 sequestration, Project management life cycle, Urban parks 

INTRODUCTION

The abundance of undesirable greenhouse gaseous remnants such as carbon dioxide 
(CO2) is harmful to the climate. Malaysia’s construction industry contributes 6% of CO2 

to the atmosphere owing to its rapid development of construction activities (Begum, 
2017). Meanwhile, urban parks are known for their purpose as a carbon sinker, whereby 
the provision of urban parks and greenery is perceived as the mitigating solution towards 
reducing the atmospheric carbon content. Prior studies (Almeida et al., 2018; Braun & 
Bremer, 2019; Chen, 2015; Haq, 2011; Sun & Chen, 2017) have found that urban parks 
alleviate CO2 emission within an urban setting, whereas their management procedures 
indirectly contribute to an additional release of atmospheric CO2. Furthermore, other 
studies including Connor et al. (2011), Feltynowski et al. (2017), Pocock (2009), and 
Strohbach et al. (2012), have discovered that they are the source of CO2 emission in urban 
areas, which originates from park management activities. Such activities include pruning, 
trimming, grass mowing, rubbish clearance, hardscape repairs, planting replacement, 
planting additions, planting treatment, soil treatment, watering, pest and disease control, 
weed control, and more. 

Accordingly, the life cycle of urban park management consists of at least six stages, 
namely designing, construction, operation, maintenance, demolition, and renewal. These 
life cycle stages are allegedly contributing CO2 content to the atmosphere. According to 
Hisham et al. (2018), a notable amount of CO2 emissions is produced during the construction 
stage compared to the maintenance and operation stages. In particular, a significant one-
off amount of CO2 emitted is caused by the heavy use of machinery, transportation of 
materials, and labour. The stages, as mentioned earlier, often involve the use of machinery, 
especially during the early stage of project construction, and are associated with CO2 
emission due to fuel consumption. Moreover, the types of materials used as landscape 
element construction can further influence the carbon footprint of the projects. Besides, 
the function of urban parks as a CO2 sink medium becomes null due to the CO2 emitted 
by their maintenance activities. Figure 1 shows the conceptual framework of this study, 
where the studied boundary is limited to the construction, maintenance, and renewal stages 
(Figure 1). Meanwhile, the stages of design, operation, and demolition are dismissed due 
to inconsistent data records and documentation. It is hypothesised that the management of 
urban parks is attributable to the significant CO2   liberation. Therefore, this study examines 
how much CO2 is produced from urban park management by dissecting its life cycle stages 
into a detailed work breakdown structure.
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MATERIAL AND METHODS

Taman Bandaran Kelana Jaya (TBKJ) and Taman Aman Petaling Jaya (TAPJ) are located 
in the urban part of Selangor district and thus chosen as the study sites. Table 1 shows the 
sizes of the parks, which are 361,169 m2 and 80,339 m2, respectively. Both parks possess 
similar built features and planting composition ranging between 10.4% to 13.5% (built 
features) and 86.5% to 89.5% (plantings). Figure 2 shows that these parks are located 
adjacent to residential, institutional, and commercial areas, thereby indicating that they are 
utilised frequently as an open green space for urban dwellers. The study sites are chosen 
according to the following factors; a) urban parks are for public usage; b) as-built drawing 
availability; c) unmanned aerial vehicle (UAV) drone flight use is permitted. 

Figure 1. Urban park management carbon footprint conceptual framework

Studied Boundary

Studied 
Boundary

Table 1
Urban parks background

Park Name Taman Bandaran Kelana Jaya Taman Aman Petaling Jaya
Park Size, m2 361,169 80,339
Park Age, year 24 years old (1995-2019) 18 years old (2001-2019)
Hardscape Composition 10.4% 13.5%
Softscape Composition 89.6% 86.5%
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As-built Drawings of Urban Parks

Document retrieval of the old as-built drawings, construction drawings, and maintenance 
records was laborious. A representative of Petaling Jaya City Council (PJCC) acknowledged 
that they kept insufficient drawing documentation and records of preceding maintenance 
activities of the aged parks under their supervision. However, the parks being studied 
possessed sufficient as-built drawings to recognize the built features and planting 
inventories.

Figure 2. Site context of: (a) TBKJ; and (b) TAPJ 

(a) 

(b) 
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Work Breakdown Structure and Park Management Life Cycle

Every urban park is composed of built features and planting components. By referring to 
the as-built drawings, Table 2 shows the component inventory during the construction stage, 
which is fragmented to small-scale components, otherwise known as the work breakdown 
structure (WBS). The WBS was employed to predict the CO2 content released by each urban 
park. Based on the construction CO 2 emission, this study predicted the CO2 emissions for 
the maintenance and renewal stages accordingly. The renewal stage can be divided into 
two categories, namely built feature renewals and planting renewals.

Table 2
Work breakdown structure for several built features during construction stage of the studied urban parks

Built 
Features

Work Breakdown 
Structure Work Packages (eToolLCD)

Toilet Site preparation Small scale excavation
Foundation Formwork (Foundations)
Services Plumbing-100mm Insulated Pipework (22mm dia)

Multi-Res Bedroom LED Lighting
Floor Concrete Floor, 125mm slab. 40MPa. 4% reo by volume
Column Concrete column structural, 30Mpa 3% reo by volume
Wall Concrete Walls (450mm, 40MPa, 25% BFS, 2% reo by volume)

Partition wall hard resin
Roof Roof - TimberTruss/ClayTile/25°Pitch
Door Internal Door - HollowCoreTimber/WoodenJam/painted (m2)
Finishes External Finish - Paint(SuperStructure)

Internal Finish - Paint (standard)
Concrete 
Seating

Foundation Crushed Rock infill & compaction
Floor Concrete Floor, 100mm slab. 25MPa. 3.8% reo by volume
Wall Assembly only pour concrete
Finishes External Wall Finish - 10mm Render (clay)

Shelter 
(Gazebo)

Site preparation Small scale excavation
Foundation Formwork (Foundations)
Floor Concrete Floor, 125mm slab. 40MPa. 4% reo by volume
Column Concrete column structural, 30Mpa 3% reo by volume
Roof Roof - TimberTruss/ClayTile/25°Pitch
Finishes External Finish - Paint (SuperStructure)

Bridge Site preparation Small scale excavation
Foundation Formwork (Foundations)
Floor Bridge Deck Precast concrete
Handrail Steel handrail 50mm diam
Finishes Floor Finish - Coloured Epoxy Concrete Floor Coating

Playground 
floor

Site preparation Small scale excavation
Foundation Formwork (Foundations)
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Table 3 shows built feature renewal, which consists of four sub-stages, specifically 
replacement, renovation, expansion, and reconstruction. Meanwhile, Table 4 shows that 
the planting renewal category consists of three sub-stages, which are replanting, planting 
additions, and transplanting. Altogether, these seven renewal sub-stages were ranked based 
on the intensity of work: the amount of work performed by a team of workers divided by 
unit time (Kabanov, 2018).

A set of definition is justified to avoid an inconsistent understanding of the park 
management terminologies, construction, maintenance, and renewal. Firstly, construction in 
project management describes the act of erecting a large structure after which its completion 
is called a project. Examples of construction works include foundation excavation, flooring, 
column erection, beam fastening, roof works, and finishes. Regardless, the construction 
CO2 emission is typically a one-off value and occurs once only throughout the entire urban 
park life cycle. 

Table 2 (continue)

Built 
Features

Work Breakdown 
Structure Work Packages (eToolLCD)

Playground 
floor

Floor Concrete Floor - 100mm slab on ground/30MPa/1% reo by 
volume/no fd

Finishes Landscaping - Rubber Play Ground Surface
Parcourse 
floor

Site preparation Small scale excavation
Foundation Formwork (Foundations)
Floor Concrete Floor - 100mm slab on ground/30MPa/1% reo by 

volume/no fd
Finishes Landscaping - Rubber Play Ground Surface

Plaza Site preparation Small scale excavation
Foundation Formwork (Foundations)
Floor Concrete Floor - 100mm slab on ground/30MPa/1% reo by 

volume/no fd
Finishes Floor Finish - Coloured Epoxy Concrete Floor Coating

Walkway Site preparation Small scale excavation
Foundation Formwork (Foundations)
Floor Concrete Floor - 100mm slab on ground/30MPa/1% reo by 

volume/no fd
Finishes Floor Finish - Coloured Epoxy Concrete Floor Coating

Lake Site preparation Bulk earthworks - cut (used on site)
Parking 
area

Site preparation Large Scale Excavation Sand infill
Floor Paving/Road - Asphalt 80mm on 300mm aggregate base

Pole 
Lighting

Foundation Crushed Rock infill & compaction
Lighting Lighting, 70W pedestrian area lighting on 4m pole, installed

* Work packages were derived from eToolLCD Software at www.etoollcd.com 
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Table 3
Work breakdown structure for a shelter from the construction, maintenance and renewal stages

Example 
of Built 
Feature

Construction 
WBS

Maintenance 
WBS

Renewal WBS
Replacement 

WBS
Renovation 

WBS
Expansion 

WBS
Reconstruction 

WBS

Shelter

Site preparation

Finishes
Removal

Demolition
Foundation

Demolition

Foundation
Site 
preparation

Roof

Foundation 
Floor Floor Floor
Column Column Column
Roof Roof Roof 
Finishes Roof Finishes Finishes Finishes

Table 4
Work breakdown structure for trees from the planting installation, planting maintenance and renewal stages

Example of 
Planting Work

Planting 
Installation 

WBS

Planting 
Maintenance 

WBS

Renewal WBS
Replanting 

WBS
Planting 

addition WBS
Transplanting 

WBS

Tree
Site 
preparation

Pruning/ 
Fertilizer/ Pest 
control

Site 
preparation Site preparation Site 

preparation
Planting Planting Planting Planting

Next, maintenance entails the preservation of a project or the facilities in the project 
to its original state post-completion to avoid decomposition. Examples of maintenance 
works are repainting jobs on built structures, park up-keeping, debris clearance, tree 
pruning, fertilising, and irrigation. It usually occurs monthly for plantings and yearly for 
built features. 

Finally, renewal is defined as the act to renew a design when it fails to meet the 
expectation of the users. Examples of renewal works are revamping the existing built 
structures, park size extension, replanting perished or frail plantings, transplanting, and 
replanting softscapes according to the upgraded urban park design. This study found 
that renewal consisted of seven significant sub-stages, namely replacement, replanting, 
expansion, planting addition, renovation, reconstruction, and transplanting. 

Moreover, replacement refers to solely replacing any damaged and defected items, 
such as timber material, door, roof, playmat, and more. Meanwhile, replanting can be 
described as solely replanting dead trees by using the number of dead trees (1.4% mortality 
rate) out of total tree numbers of the park. Next, renovation refers to only renovating any 
decayed or damaged structures once every five years. This ‘5-year’ period is acknowledged 
by the experts who had experienced in handling park management (PJCC and KSL 
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representatives). Expansion is defined by expanding the park with the assumption of urban 
park components numbers added were based on the park halved amount of total previous 
constructed item. Planting addition refers to the number of trees added halved the total 
numbers of trees previously planted. Reconstruction refers to the items reconstructed in the 
park to equal the amount of previously constructed items in total. At a minimum of every 
ten years, the urban park designs are usually revamped to achieve a fresher environment. 
Based on Google Earth satellite images of the studied parks, changes of park morphology 
had been detected by comparing satellite images from parks completion year until the 
year 2019. Thus far, several renewal works have been done. Next, transplanting refers 
to the works of moving healthy or heritage trees within or outside of the urban park. The 
number of transplanted trees can be calculated using 1.4% of the tree mortality numbers 
to be replanted on the park. 

Following this, patterns of CO2 liberation during the construction stage emerged, 
and the WBS pattern was extrapolated during the maintenance and renewal stages for 
predicting the CO2 emission in the context of other urban parks with similar microclimate, 
built features, plant species, and management life cycles.  

Built Features Inventory

The built feature is any built form or structure in an urban park categorised as free-standing 
elements, horizontal and vertical surfaces ( Hisham et al., 2018; Connor et al., 2011). CO2 
release estimation of these built features for TBKJ and TAPJ was done using EToolLCD 
Software, an online paid software that aids in calculating the WBS for construction items, 
including foundation, column, wall, roof, and finishes (Eslamirad & Mahdavinejad, 2018; 
De Wolf et al., 2017). The floor areas in square metre (m2) of each built feature were 
gathered from the as-built drawings. Height, length and width dimensions were collected 
using an unmanned aerial vehicle (UAV) drone flights over the parks using the decided 
transect paths (Figure 3a and 3b). The output of the UAV flights is orthophotos. This 
method is termed as Structure from Motion (SfM), where a series of two dimensional (2D) 
orthophotos is utilised to reconstruct the three dimensional (3D) model of a built object. The 
3D models of the urban parks generated by MeshLab Software were used to measure the 
verifiable height, length and width in metre (m). The model is reliable as it is an accurate 
representation of the Earth’s surface. These new techniques are practical for data collection 
at places that are difficult to reach, such as lush vegetation in urban parks (Shashi & Jain, 
2007). A DJI Phantom 4 Pro drone was used to capture low-altitude photographs, and GPS 
devices were used to survey the reference points (Ground Control Points) (Figure 3c). 
These data were processed in an SfM workflow to create elevation point cloud to derive 
orthophotos and canopy height models (CHM). Thus, UAV flights data collection is reliable 
coequal with LiDAR but at an inexpensive cost (Ngadiman et al., 2018).    
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Planting Inventory

Planting is any vegetation prescribed during the design stage of an urban park, such as 
trees, ornamental flowers, edible plants, shrubs, groundcovers and turfs (Hisham et al., 
2018). The tree numbers and species were accumulated from the as-built drawings. Tree 
heights and diameter at breast heights (DBH) were collected from the UAV flights and on-
site measurements, respectively. The output of UAV flights was a Canopy Height Model 
(CHM) in which the average tree heights could be identified (Figure 4a and 4b). These 
urban parks have been in existence for 24 years (TBKJ) and 18 years (TAPJ) each, thereby 
both having matured vegetation with an average overall height of 15.6 m (Figure 4a) and 
17.8 m (Figure 4b), respectively. Planting types observed were trees and turfs exclusively 
due to shrubs being frequently altered at the parks, and the records for any altered species 
and numbers altered were unavailable. Plantings CO2 emission were calculated from the 
commencement of planting activities on-site until the growing process such as pruning, 
fertilising and weeding presently. 

Trees were categorised into three; small (< 9m), medium (< 9 to 21m >) and large (> 
21m) (Arbor Day Foundation, 2020). CO2 sequestrations were calculated based on the 
DBH, height, numbers and years of the trees planted on the urban parks 1348 trees at TBKJ 
and 551 trees at TAPJ. Table 5 shows the formulae to estimate CO2 sequestration by trees 
and turfs developed by Othman and Kasim (2016). Tree mortality rates depend on the 
year and type of microclimate where the vegetation is planted. In a tropical climate such 
as Malaysia, the value is low in the case of temperatures between 26.0 and 29.5 ℃. This 
study adopted 1.40% tree mortality rate at a tropical climate out of total tree numbers at 
each urban park, which was as suggested by previous studies (Aleixo et al., 2019; Arellano 
et al., 2019; King et al., 2006). 

Turf is commonly found in large areas of natural and agricultural lands. Due to 
urbanisation, such green spaces have been replaced with golf courses, public parks, private 

Figure 3. (a) TBKJ UAV drone transect path; (b) TAPJ UAV drone transect path; and (c) Ground Control 
Point coordinate tagging

(a) (b) (c)
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lawns, and sports fields (Alig et al., 2004). Five urban parks were observed between the 
year 2018-2019, and only two parks were presented in this paper. Based on the observation 
conducted onto these parks, turf height must be kept at an optimum level of approximately 
2.5 cm to 4.0 cm represented as ϰ in figure 6a (Marcum, 2010).

Figure 4. (a) CHM of TBKJ; and (b) CHM of TAPJ

(a) 

(b) 
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Figure 5a shows the turf specimen height was measured as 4.95 cm. After two to three 
weeks, the turf reached approximately 7.5 cm to 12.0 cm tall represented as 3ϰ shown in 
Figure 6b. Turf exceeding 12.0  cm were cut and unfavourable due to pest infestation. At 
the optimum height, they can germinate seeds and retain moisture longer within the topsoil. 
At the same time, excessively short turf leads to inefficient photosynthesis, stressed root 
system, and is vulnerable for pathogen infestation. Thus, mowing was carried out every 
three weeks onto the turf at these parks.

Figure 5b shows the length of the grass cut was 1/3 of total grass height which was 4.03 
cm. This cut height is equivalent to the ϰ grass height of 2.5cm to 4.0 cm delivered from 
nursery and previously planted on site (Figure 6a). The carbon emissions from mowing 
were estimated based on the number of cumulative annual mowing events (Braun & Bremer, 
2019). This study applied 17 times of mowing events minimum required annually. Hence, 

Figure 6. a) ϰ is turf mowing height at 2.5 cm to 4.0 cm (Marcum, 2010); and b) 3ϰ is turf height after 2 
to 3 weeks at 7.5 cm to 12.0 cm 

Figure 5. (a) Turf specimen of the park post mowing =  4.95cm; and (b) length of grass blade clipped at 1/3 
of total turf height represent the turf height first planted on site

(a) (b)

(a) (b)
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this study adopted the formula for turf CO2 sequestration developed by Othman and Kasim 
(2016) with further multiplication of 17 times mowing events, park age and 0.44% grass 
mortality rate as expression 1 shown in Table 5.

RESULTS AND DISCUSSION

Built Features Inventory 

According to Petaling Jaya City Council and KSL representatives, an urban park may 
have undergone replacement, replanting, renovation, expansion, planting addition, 
reconstruction, and transplanting at least once throughout its service life span. Carbon 
emission for TBKJ (24 years) and TAPJ (18 years) were estimated as 95,325,744 kgCO2eq 
and 29,152,303 kgCO2eq respectively. 

CO2 emission for the construction stage is estimated as a one-off emission. Maintenance 
stage emission was calculated from the park cleaning, and make-good works multiplied with 
park age. Built feature renewal emission consisted of four substages, namely replacement, 
renovation, expansion and reconstruction. The CO2 emission of replacement works was 
considering the repairing work such as scrapping damaged playground mat and change 
it to a similar mat. The emission for renovation works, including changing the existing 
built feature to a different shape, material and finishes. The emission for expansion works, 
including the enlargement of park surface areas and addition of built features quantity. The 
emission of reconstruction works is focusing on revamping the whole park design with a 
refreshed design suitable for current urban users. This study assumed that the reconstructed 
design followed the previous design, material, finishes and quantities. 

The built features produced a total of 38,850,190 kgCO2eq (Table 6) and 8,330,614 
kgCO2eq (Table 7) of CO2 emissions during the construction stage of the urban parks. The 
highest CO2 emission identified was produced by site preparation including earthworks 

Table 5
CO2 sequestration formula for trees and turf

CO2 Sequestration Rate formula for Trees CO2 Sequestration Rate formula for Turf
Total Green Weight, TGW (D=<11 in), W=0.25D2H 
(1.2)
Total Green Weight, TGW (D=>11 in), W=0.15D2H 
(1.2)
Total Dry Weight, TDW = TGW x 0.725,
Total Carbon Weight, TCW = TDW x0.5
Total CO2 Weight, TCO2W = TCW x 3.6663 
TCO2W to date = TCO2W x **1.4% x Tree nos

Total Dry Weight, TDW = 0.56 x area in m2

Total Carbon Weight, TCW = TDW x 0.427
Total CO2 Weight, TCO2W = TCW x 3.6663
Exp 1 - TCO2W to date = 
TCO2W x 17 x park age x ***0.44 grass mortality 
rate

* adaptation of  Othman and Kasim (2016) trees and turf sequestration
** tree mortality rate adopted from Aleixo et al. (2019) 
*** grass mortality rate adopted from Lauenroth and Adler (2008)
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Table 6
Built feature inventories and CO2 emission estimation for TBKJ during construction, maintenance and renewal 
stages

Carbon Emissions for Built Feature at TBKJ

Built Feature Construction 
Stage 

Maintenance 
Stage (24 
years)

Renewal Stage
Replacement 
Stage 

Renovation 
Stage

Expansion 
Stage

Reconstruction 
Stage

Site 
Preparation/ 
Overall works

32,279,571 39,591 15,430 21,216 383,251 32,500,099

Toilet 32,195 908 1,939 13,889 16,396 32,657
Concrete 
seating 6,572 1,325 19 - 3.339 6,572

Planter box 6,324 1,111 - - 3,162 6,325
Concrete 
structure 115,696 8,456 50,154 57,076 35,014 115,695

Shelter 24,671 809 10,149 10,958 11,693 23,604
Pergola 24,745 1,578 12,157 20,144 12,375 24,750
Bridge 6,938 381 282 - 3,406 6,938
Playground / 
Play court 222,529 187,920 20,782 189,081 110,864 222,889

Parcourse 11,620 10,281 1,083 10,302 5,846 11,620
Plaza 270,456 58,915 - - 131,714 270,456
Walkway 447,855 124,450 256,521 - 221,398 447,855
Parking area 1,619,422 - - - 809,711 1,619,422
Lighting 2,594,673 - 2,591,113 - 1,295,696 2,591,113
Man-Made 
Lake 1,186,923 - - - 593,461 1,186,923

Total 38,850,190 435,724 2,964,691 322,667 3,660,343 39,070,477
Overall Built 
Feature 
Carbon 
Emission, 
kgCO2eq

38,850,190 10,457,376 2,964,691 322,667 3,660,343 39,070,477

95,325,744

* CO2 emission estimations were done using eToolLCD Software at www.etoollcd.com

excavation and movements, drainage ditching system and electrical cabling placement, 
with 32,279,571 kgCO2eq and 7,180,299 kgCO2eq, respectively. This emission is due 
to the high number of heavy machinery involved in the works. This was followed by 
lighting (TBKJ) and man-man lake (TAPJ) at 2,594,673 kgCO2eq and 280,792 kgCO2eq, 
respectively. Lighting CO2 emission was the highest value due to 400 pedestrian lighting 
fixtures allocated at the TBKJ. Their energy usage during the operation phase assumed that 
the 70W/bulb was running for 12 hours (7 pm till 7 am) daily. Similarly, the man-made 
lake produced the highest CO2 emission at TAPJ due to heavy machinery used during the 
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Table 7
Built feature inventories and CO2 emission estimation for TAPJ during construction, maintenance and renewal 
stages

Carbon Emissions for Built Feature at TAPJ

Built Feature Construction 
Stage 

Maintenance 
Stage (18 
years)

Renewal Stage
Replacement 
Stage 

Renovation 
Stage

Expansion 
Stage

Reconstruction 
Stage

Site 
Preparation/ 
Overall 
works

7,180,299 11,489 8,850 4,768 85,639 7,254,583

Toilet 8,761 446 1,603 4,441 5,289 8,763
Concrete 
seating 3,130 114 19 - 1,539 3,130

Shelter 19,262 707 8,529 9,236 9,589 16,315
Bridge 16,726 3,137 11,819 - 27,027 16,727
Playground / 
Play court 183,693 153,584 16,979 154,533 90,611 182,153

Parcourse 102,504 92,754 9,688 92,759 52,450 102,503
Plaza 58,613 12,555 - - 28,544 58,613
Walkway 256,086 67,667 142,246 - 120,406 243,532
Parking area 110,217 - - - 55,108 110,218
Lighting 110,531 - 110,452 - 55,344 110,530
Man-Made 
Lake 280,792 - - - 5,159,262 280,792

Total 8,330,614 342,453 310,185 265,736 5,690,809 8,390,805
Overall Built 
Feature 
Carbon 
Emission,  
kgCO2eq

8,330,614 6,164,154 310,185 265,736 5,690,809 8,390,805

29,152,303

* CO2 emission estimations were done using eToolLCD Software at www.etoollcd.com

construction stage. The machinery involved were the Front-End Loader (25 tonnes) (i.e. for 
lake excavation and backfilling), Loader (i.e. for loading bulk earthworks into the truck), 
and Dump Truck (i.e. for moving bulk earthworks to other sites within the construction site).

Planting Inventory 

CO2 emission for planting installation stage is also a one-time emission. Emission during 
the planting maintenance stage was estimated from the tree pruning, fertilizing and plant 
matter clearance and multiplied with park age. Planting renewal emission consisted of three 
substages, namely replanting, planting addition, and transplanting. The CO2 emission of 
replanting works derived from the substituting sick or dead trees with similar species. The 
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emission for planting addition works, including adding more quantities of trees of similar 
or different species. The emissions were derived from transplanting works, including the 
transplanting existing trees at renovated, expanded or reconstructed areas to other location 
within the urban park. 

A total of 1348 trees (TBKJ) and 551 trees (TAPJ) were found along the study transects.  
A sum of 9,397,508 kgCO2eq (Table 8) and 1,868,777 kgCO2eq (Table 9) of CO2 emissions 
of planting works was produced during the construction, maintenance and renewal stages 
of the TBKJ and TAPJ, respectively. Planting work CO2 estimation was dependent on the 
tree numbers and turf surface areas.  Project supervisors of Petaling Jaya City Council 
suggested that the related works to planting a tree involved planting pit preparation, tree 

Table 8
Planting inventories and CO2 emission estimation for TBKJ during construction, maintenance and renewal 
stages

Carbon Emission for Planting Works at TBKJ

Planting Work
Planting 
Installation 
Stage

Planting 
Maintenance 
Stage (24 years)

Renewal Stage
Replanting 
Stage 

Planting 
addition Stage 

Transplanting 
Stage

Overall works 24,631 39,591 2,058 12,316 2,058
Tree 629,893 39,591 63,083 314,947 63,083
Turf 159,349 256,127 - 79,674 -
Total 813,873 335,309 65,141 406,937 65,141
Overall Planting Work 
Carbon Emission, 
kgCO2eq

813,873 8,047,416 65,141 406,937 65,141

9,397,508

* CO2 emission estimations were done using eToolLCD Software at www.etoollcd.com

Table 9
Planting inventories and CO2 emission estimation for TAPJ during construction, maintenance and renewal 
stages

Carbon Emission for Planting Works at TAPJ

Planting Work
Planting 
Installation 
Stage

Planting 
Maintenance 
Stage (18 years)

Renewal Stage
Replanting 
Stage 

Planting 
addition Stage 

Transplanting 
Stage

Overall works 7,148 11,489 848 3,574 845
Tree 257,471 11,489 25,701 128,970 25,701
Turf 33,021 53,076 - 16,511 -
Total 297,640 76,055 26,548 149,054 26,545
Overall Planting 
Work Carbon 
Emission, kgCO2eq

297,640 1,368,990 26,548 149,054 26,545

1,868,777

* CO2 emission estimations were done using eToolLCD Software at www.etoollcd.com
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lifting, topsoil backfilling, staking erection, mulching and watering. These works required 
labour as site supervisor and operating the small electrical equipment. Such works indirectly 
caused CO2 liberation. Similarly, turf installation CO2 emissions were acquired from site 
supervision during soil compacting, turf laying on-site, and watering. 

The total CO2 sequestration produced at TBKJ and TAPJ were 41,371,400 kgCO2eq 
and 9,992,415 kgCO2eq, respectively (Table 10). According to the maturity of vegetation, 
TAPJ had more matured vegetation despite its 18 years of park age compared to TBKJ 
(i.e. 24 years). Even though TBKJ was 24 years in age, the DBH and tree height were less 
matured compared to TAPJ. 

Subsequent years of urban park completion require the parks to go through a series 
of maintenance and renewal stages throughout their management life cycle. These 
management activities are to ensure the parks are relevant to be used by visitors. Meanwhile, 
accumulated CO2 emissions throughout the service life of an urban park commencing from 
construction, maintenance and renewal stages are justified in Table 11. The urban park 
itself is a carbon sink; conversely, the urban park management procedures implemented 
served as the carbon source.

The findings suggested that the net carbon footprint of the urban parks during the 
construction, maintenance, and renewal stages over 24 years (TBKJ) and 18 years (TAPJ) 
was not compensated for the CO2 sequestration by its vegetation. TBKJ (146,094,652 

Table 10
Planting inventory and CO2 sequestration estimation for TBKJ and TAPJ according to age of the parks

Planting Inventory

Taman Bandaran Kelana Jaya (TBKJ) Taman Aman Petaling Jaya (TAPJ)
Allometric Equation 

Numbers, Nos CO2 Sequestration 
Estimation, kgCO2eq Numbers, Nos

CO2 Sequestration 
Estimation, 
kgCO2eq

Trees 1,348 3,272,628 551 4,121,649
U.P Age = 24 y and 18 
y (1.40% tree mortality 
rate)

1,330 3,226,811 544 4,063,946

Floor area, m2 Carbon Sequestration 
Estimation, kgCO2eq Floor area, m2

Carbon 
Sequestration 
Estimation, 
kgCO2eq

Turf / year 242,368 212,481 50,225 44,032
24 y and 18 y (0.44% 
grass mortality rate) 38,144,589 5,928,469

Total Softscape CO2 
Sequestration, kgCO2eq 41,371,400 9,992,415

* CO2 sequestration estimations were calculated using adaptation allometric equation developed by Othman 
and Kasim, (2016).
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Table 11
Total urban park carbon emission of TBKJ and TAPJ to date

CO2 Emission for every Park 
Management Phase 

Taman Bandaran Kelana Jaya 
(TBKJ), kgCO2eq

Taman Aman Petaling Jaya 
(TAPJ), kgCO2eq

Construction Phase 39,664,063 8,628,254
Maintenance Phase 18,504,792 1,368,990
Renewal Phase 46,554,397 14,859,682
Total Urban Park CO2 Emission to 
Date,  kgCO2eq 104,723,252 24,856,926

Table 12
Net urban park carbon footprint of TBKJ and TAPJ up to date

Urban Park Carbon 
Footprint 

Taman Bandaran Kelana 
Jaya (TBKJ), kgCO2eq

Percentage, 
%

Taman Aman Petaling 
Jaya (TAPJ), kgCO2eq Percentage, %

Total Urban Park 
CO2 Emission 104,723,252 71.7% 24,856,926 71.3%

Total Urban Park 
CO2 Sequestration 41,371,400 28.3% 9,992,415 28.7%

Net Carbon 
Footprint up to 
Date, kgCO2eq

146,094,652 14,864,511

* Net Carbon footprint = Total Urban Park CO2 Emission – Total Urban Park CO2 Sequestration

kgCO2eq) reported a higher CO 2 emission by 90.7% than TAPJ (14,864,511 kgCO2eq) due 
to its regular renewal compared to TAPJ (Table 12). TBKJ is a prominent spot for outdoor 
recreation among urban residents as the park offers a variety of park facilities. Whereby 
heavy usage of its facilities contributes to frequent wearing down of the built features 
and facilities, subsequently causing maintenance and repairing activities to be conducted. 
Damaged facilities trigger intense renewal works, which indicate that more CO2 emission 
is generated indirectly and derived from material transportation, machinery, and labour. 
Plantings such as trees, shrubs, and turfs are manicured regularly to ensure visitors’ safety 
and avoiding pest inhabitation within the urban parks. Besides, user visitation frequency 
contributes to waste accumulation as well, hence requiring maintenance works to meet the 
cleanliness standard accepted by the users. Although TBKJ was six years older than TAPJ, 
its vegetation dissipated CO2 further due to the maintenance cycle as frequent as once every 
three weeks. Table 12 shows the amount of CO2 sequestered by the established vegetation, 
which was stochastically below 28.7% out of the total of CO2 emission produced since its 
previous construction stage. This study presented facts contrary to the general opinion of 
landscape architects and researchers who claimed urban parks to be a carbon sink medium. 

The amount of carbon footprint per square metre of the urban parks is approximately 
404.5 kgCO2eq/m2

 for TBKJ and 185.0 kgCO2eq/m2
 for TAPJ. Therefore, the amount 
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of tree emission was consistent as 467.3 kgCO2eq/m2
 because of the works involved 

were similar such as tree pit preparation, machinery for tree lifting, and labour top-soil 
backfilling. In contrast, the amount of turf emission was consistent as 0.78 kgCO2eq/m2

 

 due to works involved in handling turf, namely labour for turf laying, top-soil backfilling 
and compacting, and watering. 

The amount of tree sequestration was irregular at 2427 kgCO2eq/tree (TBKJ), and 7480 
kgCO2eq/tree (TAPJ) due to the different soil type, mostly since TBKJ was previously an 
ex-mining site, thus causing the vegetation’s slow growth to be influenced by the nutrient-
deficient soil. In contrast, TAPJ vegetation consisted of species such as Syzygium grande 
(0.65gcm-3), Lagerstroemia speciose (0.83gcm-3), and Ficus roxburghii (0.52gcm-3), which 
was fast-growing, suitable to local climate, and had a higher wood density. TBKJ consisted 
of species such as Albizia saman (0.46gcm-3), Cocos nucifera (0.58gcm-3), and Acacia 
auriculiformis (0.75gcm-3), which had a lower wood density. Besides, TAPJ locales were 
at the valleys where water collection occurred, whereby the high level of moisture in its 
soil supported rigorous tree growth. TBKJ had low sequestration rates as the park had a 
higher mortality rate caused by a natural disaster such as strong winds and floods. These 
events were depriving trees by damaging tree branches and water ponding at root areas. 

CONCLUSION

This study concluded that urban park management procedures contributed to the release of 
CO2 emission by 71.3% - 71.7% derived from the construction, maintenance, and renewal 
stages. Carbon storage by urban vegetation was only 28.3% - 28.7% for as long as 18 to 
24 years of age parks. The studied urban parks serve as the carbon source instead of a 
carbon sink medium in the context of the urban location. This study discovered that built 
features and planting works of an urban park emitted additional carbon content than that 
being absorbed. The aggravated stage of carbon emitted can be mitigated by reducing the 
maintenance and renewal frequencies conducted in an urban park. 

This study suggests several ways to reduce the carbon footprint of urban parks. First, 
retrofitting the existing light bulb to a more energy-efficient bulb and reduce its operating 
hours. Second, reducing earthwork excavation to alter landforms, instead of blend and 
adapt the proposed design with the existing site. It is encouraging to use eco-friendly or 
recyclable materials for constructing the built feature so that is can reduce resource wastage. 
Finally, reducing planting maintenance frequencies by focusing on the areas where people 
used the most. The CO2 emission allowance was based on the amount of vegetation able 
to sequester yearly. It is advisable to identify the amount of CO2 sequestration by greenery 
at the parks and use the sequestration value as carbon emission allowance to conduct 
management activities.
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ABSTRACT

Polylactic acid (PLA) is increasingly used in food-packaging production. The screening 
of PLA-food-packaging-degrading bacteria and optimisation of culture conditions for 
the PLA-food-packaging degradation by PLA-food-packaging-degrading bacteria were 
investigated for bioplastic waste management purposes. Only bacterial strain SNRUSA4 
exhibited an increase in optical density (OD) in Basal Medium (BM) supplemented with 1.0 
g/L of PLA-food-packaging as sole carbon source after 4 weeks of incubation. A weight loss 
of 7.3% and the rough and porous surface of PLA-food-packaging indicated that SNRUSA4 
was a PLA-food-packaging-degrading bacterium. SNRUSA4 was able to degrade pure 
PLA which was confirmed from the clear zone formation around its colony on emulsified 
pure PLA agar plate. The 16S rRNA gene sequence of SNRUSA4 showed the similarity 
with thirteen Bacillus species. Hence, the strain SNRUSA4 was assigned as Bacillus sp. 
SNRUSA4. Response surface methodology with Box-Behnken Design was used to optimise 
the culture conditions including yeast extract concentration, initial pH value, temperature 
and agitation speed for growth and PLA-food-packaging degradation of Bacillus sp. 

SNRUSA4. The optimal conditions of 
Bacillus sp. SNRUSA4 was discovered 
in BM at initial pH value 7.02 with 
yeast extract concentration of 2.56% and 
agitated at 205.28 rpm at 31.68°C. Under 
optimal conditions, the OD of Bacillus sp. 
SNRUSA4 was up to 1.955, and the different 
OD between before and after optimisation 
was up to 1.752. Furthermore, the PLA-
food-packaging weight loss also increased 
from 7.30% to 87.10% indicating that the 
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PLA-food-packaging degradation under optimal conditions was higher than the unoptimised 
conditions. Therefore, Bacillus sp. SNRUSA4 is an efficient strain for degradation of PLA 
and PLA-food-packaging.

Keywords: Bacillus sp. SNRUSA4, biodegradation, Box-Behnken design, response surface methodology 

INTRODUCTION

Plastics made from petroleum such as polyamides (nylon), polyethylene, polystyrene, 
and poly(vinyl chloride). are non-degradable materials which lead to the accumulation 
of plastic wastes in environment. Polylactic acid (PLA) is considered as an alternative 
plastic to reduce the environmental problem. Lactic acid (monomer of PLA) was produced 
through the fermentation of renewable resources and biodegradable materials (Tawakkal, 
et al., 2014; Muller et al., 2017). PLA is a nontoxic compound and is accepted as generally 
recognized as safe by FDA (Food and Drug Administration) (Tawakkal et al., 2014). PLA-
food-packaging is widely used in drinking cups (Farah et al., 2016) and various food grade 
containers (Zhong et al., 2020). The production of PLA had increased from 140,000 tonnes 
per annum in 2011 to 800,000 tonnes per annum in 2020 (Mirabal et al, 2013). The PLA-
food-packaging degradation depends on the environmental conditions. The degradation 
of PLA in natural condition (soil and sludge) spends more than 90 days (Boonmee et al., 
2016). The usage rate of PLA-food-packaging is greater than the PLA degradation rate, 
potentially causing additional environmental problems in the future.

The PLA degradation occurs by cleavage of ester bonds between two lactic acid 
molecules. Hydrolytic (Elsawy et al., 2017), photolytic (Janorkar et al., 2007) and microbial 
degradation (Apinya et al., 2015; Liang et al., 2016; Lipsa et al., 2016; Bubpachat et al., 
2018) are three recognised mechanisms of PLA degradation. Microbial degradation is one 
of the interesting topics of PLA degradation research, as the complete degradability of PLA 
does not cause any pollution to the environment (Qi et al., 2017). Karamanlioglu et al. 
(2014) demonstrated that PLA-food-packaging did not degrade in sterile soil and suggested 
that microorganisms as biocatalyst could help to degrade PLA-food-packaging. Microbial 
degradation of PLA-food-packaging by the two fungi, Aspergillus ustus and Penicillium 
verrucosum was first found by Szumigaj et al. (2008). Streptomyces sp. KKU215 is the first 
actinomycete strain for PLA-food-packaging degradation (Yottakot & Leelavatcharamas, 
2019). There have been no reports on PLA-food-packaging degradation by unicellular 
bacteria. Thus, isolation and screening of microorganisms capable of degrading PLA-food-
packaging is an interesting research. 

The utilisation of Response Surface Methodology (RSM) based on Box-Behnken 
Design (BBD) for the optimisation of culture conditions is the currently accepted method 
(Khatoon & Rai, 2020). This statistical technique can provide the information of interaction 
between parameters (Qi et al., 2015). Moreover, the degradation of PLA and PLA-food-
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packaging has been significantly increased through the use of RSM with BBD (Chaisu et 
al., 2012; Yottakot & Leelavatcharamas, 2019).

Therefore, the aim of this research was to screen, identify and optimise culture 
conditions of PLA-food-packaging-degrading bacteria. RSM with BBD was used to 
determine the optimal culture conditions (concentration of yeast extract (YE), initial pH 
value (pHini), temperature (T) and agitation speed (AS)) of Bacillus sp. SNRUSA4 growth 
for PLA-packaging degradation.

MATERIALS AND METHODS

Screening of PLA-food Packaging-Degrading Bacteria

PLA-food-packaging was purchased from Dairy Home Co., Ltd, Thailand. PLA-food-
packaging was cut into samples of size 1 cm x 1 cm, then PLA-food-packaging coupons 
was washed with 70% (v/v) ethanol and allowed to air-dry until completely dry. The 
samples were collected from soils and composts to isolate the PLA-packaging-degrading 
bacteria. These samples were kept at 4°C until required.

The sterile Basal Medium (BM) (pH 7.0) was prepared by adding 4 g of (NH4)2SO4, 2 
g of K2HPO4, 2 g of KH2PO4 and 0.5 g of MgSO4.7H2O to 1 L of distilled water, and then 
autoclaved at 121°C for 15 minutes. The sterile BM was added 1 g of PLA-food-packaging 
coupons as sole carbon source.

In order to isolate PLA-food packaging degrading bacteria, 10 g of the samples was 
inoculated into 250 mL Erlenmeyer flask with 100 mL of sterilised BM containing 1 g of 
PLA-food-packaging coupons. The inoculated flask was incubated at 37°C and 180 rpm 
in an incubator shaker for 7 days. After incubation, 10 mL of the culture was inoculated 
into sterilised BM containing 1 g of PLA-food-packaging coupon as sole carbon source. 
This experiment was performed five times with the same method. Then, each of the PLA-
food-packaging coupons was transferred onto BM agar plates. The plates were incubated 
at 37°C for 7 days (Yottakot & Leelavatcharamas, 2019). The colonies around PLA-food-
packaging coupons were purified by streak plate technique on Nutrient Agar (NA) plate. 
The purified isolates were stored on NA slant at 4°C and in 30% glycerol at -10°C.

PLA-food packaging-degrading bacteria was screened by analysing the growth in the 
sterile BM containing 1 g of PLA-food-packaging coupons as sole carbon source using 
the optical density (OD) at wavelength 600 nm (Lee et al., 2013). The cell suspension of 
selected stains was transferred to Nutrient Broth (NB) medium and shaken at 180 rpm at 
37°C for 24 hours, and then centrifuged for 10 min at 5,635 x g. The precipitated cells were 
washed twice with 0.85% (w/v) NaCl. The cell density was adjusted to OD600 = 1.0 with 
0.85% (w/v) NaCl. The optical density was measured by spectrophotometer. Cell suspension 
(10 mL) of each isolate was inoculated into 100 mL of the sterile BM containing 1 g of 
PLA-food-packaging coupons as sole carbon source, and then incubated at 37°C and 180 
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rpm in an incubator shaker. The cell density was measured every week for 4 weeks. The 
sterilised BM, BM containing 1 g of PLA-food packaging coupons and BM with the cell 
were used as controls. The experiment was done in triplicate.

SNRUSA4, PLA-food-packaging-degrading bacterial strain was screened because of 
the increasing OD. The ability of SNRUSA4 to degrade PLA-food-packaging coupons was 
measured after 4 weeks of incubation by analysing weight loss and surface changes of the 
individual samples in the sterilised BM containing 1 g of PLA-food-packaging coupons as 
sole carbon source. The original PLA-food-packaging coupons and PLA-food-packaging 
coupons in BM without inoculation of SNRUSA4 after 4 weeks of incubation were used 
as controls.

Degradation of PLA-food-packaging coupons was assessed by measuring weight loss. 
The PLA-food-packaging coupons was washed with distilled water, and dried until constant 
weight in an electronic desiccator. The weight loss percentage of PLA-food-packaging 
coupons was calculated according to Equation 1 (Vey et al., 2007).

% 𝑊𝑒𝑖𝑔ℎ𝑡  𝑙𝑜𝑠𝑠=  
𝑚𝑖𝑛𝑖 −𝑚𝑑𝑟𝑦

𝑚𝑖𝑛𝑖
× 100%      [1]     

where mini is the initial weight of original PLA-food-packaging coupon; mdry is the dry 
weight of PLA-food-packaging coupon after degrading.

The change in surface morphology of the PLA-food-packaging coupon was checked 
after 4 weeks of incubation by Scanning Electron Microscope (SEM) (SEC, model 
SNE-4500M). The PLA-food-packaging coupons were coated with gold before SEM 
examination. 

The pure PLA degradability of PLA-food-packaging-degrading bacterial strain 
SNRUSA4 was confirmed by the clear zone around bacterial strain SNRUSA4 colony on 
emulsified PLA agar plate after 2 weeks of incubation at 37°C. PLA pellet (2003D grade, 
melting temperature 210°C, average molecular weight 200,000 g/mol) was obtained from 
NatureWorks LLC (U.S.A.). Emulsified PLA agar was prepared as follows by the method 
of Yottakot & Leelavatcharamas (2019). 

Identification of Selected Strain

The PLA-food-packaging-degrading bacterial isolate SNRUSA4 was identified on the basis 
of 16S rRNA gene sequence analysis. DNA of SNRUSA4 was extracted using DNA mini kit 
(Geneaid Biotech Ltd., Taiwan). The 16S rRNA gene was amplified from the genomic DNA 
by PCR using the two primers, 20F and 1500R (Brosius et al., 1981). PCR was performed 
using a Taqpolymerase (Cinnagen, Iran). The PCR program using following cycling step, 
initial denaturation at 96°C for 3 min, and then 25 cycles with denaturation at 94°C for 1 
min, 50°C for 1 min, 72°C for 2 min. A final extension was performed at 72°C for 3 min. 
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The PCR product was purified through 1.0 % agarose gel using the GenepHlowTM Gel/
PCR Kit (Geneaid). DNA sequencing of the purified PCR products was carried out on an 
ABI Prism® 3730XL DNA Sequence (Applied Biosystems, Foster City, California, USA). 
The sequences were aligned using program CLUSTAL X (version 1.8) (Thompson, 1997) 
in BioEdit program (Hall, 1999). Phylogenetic trees were reconstructed by the neighbor-
joining method (Saitou & Nei, 1987) and maximum-likelihood (Felsenstein, 1985) tree-
making algorithms by using the MEGA version 6.0 (Tamura et al., 2013).

Optimisation of Bacillus sp. SNRUSA4 Growth Conditions for PLA-food-
packaging Degradation using Statistical Design

The optimisation of Bacillus sp. SNRUSA4 growth conditions for enhancement of 
degradation of PLA-food-packaging was investigated. RSM based on BBD was used to 
design and optimise the culture condition of Bacillus sp. SNRUSA4 by Design-Expert® 
Software Version 10 (Trial Version). YE concentration, pHini, T and AS were optimised 
in this research. The suitable ranges of each factor for RSM were selected based on the 
preliminary single factor experiments. The ranges of four independent variables including 
YE concentration (0.2-3.0 %), pHini (4.0-10.0), T (27-47°C) and AS (150-250 rpm) are shown 
in Table 1. The OD of Bacillus sp. SNRUSA4 was examined after 2 days of incubation. 

Table 1
Coded and levels of factors in BBD 

Independent variables Code
Levels

-1 0 1
YE concentration (%) X1 0.2 1.6 3.0
pHini X2 4.0 7.0 10.0
T (C) X3 27 37 47
AS (rpm) X4 150 200 250

The results of optimisation were confirmed by OD after 2 days of cultivation and 
degradation of PLA-food-packaging after 4 weeks of cultivation under the optimal 
conditions based on the results of RSM.

RESULTS AND DISCUSSION

Screening of PLA-food-packaging-degrading Bacteria

Only one bacterial strain, SNRUSA4 revealed increasing OD at 0.203 in BM with PLA-
food-packaging as sole carbon source after 4 weeks of cultivation (Figure 1). In contrast, the 
OD of all controls (the sterile BM, the sterile BM containing 1 g of PLA-food-packaging 
coupons and the sterile BM with SNRUSA4) did not increase after 4 weeks of cultivation 
(Figure 1). SNRUSA4 could grow in the BM medium with PLA-food-packaging coupons 
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which indicated that it was able to degrade the PLA-food-packaging material as a carbon 
source. The increase of cell density in BM medium supplemented with a bioplastic as a 
carbon source could indicate the capability of microbe to degrade bioplastic (Jeon & Kim, 
2013; Lee et al., 2013; Yottakot & Leelavatcharamas, 2019).

The bacterial strain SNRUSA4 was isolated from compost. This result is also consistent 
with the study of Kim & Park (2010) and Jeon & Kim (2013). Kim & Park (2010) could 
isolate PLA-degrading bacteria, Bordetella petrii PLA-3 from compost. Jeon & Kim 
(2013) found Stenotrophomonas maltophilia LB 2-3 from compost which could degrade 
PLA. Therefore, compost is a suitable bacterial source sample to isolate and screening the 
PLA-degrading bacteria.

The PLA-food-packaging coupons had a weight loss of 7.30±0.11% after degradation 
by SNRUSA4 for 4 weeks. The weight loss of PLA-food-packaging coupons did not 
decrease in the absence of bacterial cells. The weight loss can be applied to measure 
degradation of the plastics (Muhonja et al., 2018). Although, the SNRUSA4 strain can 
degrade the PLA-food-packaging coupon, the PLA-food-packaging degradation of this 
strain seems to be very low. The increasing nutrients such as YE and gelatin in BM medium 
can lead to an increase in PLA degradability of microorganism (Jarerat & Tokiwa, 2003; 
Jarerat et al., 2003; Konkit et al., 2012; Zhou et al., 2017; Bubpachat et al., 2018; Yottakot 
& Leelavatcharamas, 2019; Decorosi et al., 2019). Thus, the optimisation of culture 
conditions is essential for the degradation of PLA-food-packaging.

The scanning electron micrographs of the PLA-food-packaging coupons before and 
after 4 weeks of degradation are shown in Figure 2. There was no significant difference 
between the surface of PLA-food-packaging coupons before degradation (Figure 2a) and 

Figure 1. The increase in cell density of strain SNRUSA4 after incubated in the sterile BM medium containing 
PLA-food-packaging for 4 weeks
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the surface of PLA-food-packaging coupons after degradation in BM medium without 
inoculation of SNRUSA4 (Figure 2b). Figure 2c showed the roughness and porosity on 
the surface of the PLA-food-packaging coupons after degradation in BM medium with 
inoculation of SNRUSA4. This finding is similar to the result of Kim et al. (2017) evaluating 
the morphological changes in the surface of PLA film after the degradation by using SEM.

The standard clear zone method was commonly used to analyse the PLA degradation 
by microorganism (Liang et al., 2016; Bubpachat et al., 2018; Butbunchu & Pathom-Aree, 
2019). The clear zone formation around the colony was formed by microbe able to degrade 
suspended PLA in emulsified PLA agar medium. This method is therefore applicable for 
the confirmation of PLA degradation by PLA-food-packaging-degrading bacterial strain 
SNRUSA4. SNRUSA4 could degrade PLA in emulsified PLA agar plate due to the clear 
zone formation around the colony within 2 weeks of incubation at 37°C (Figure 3). The 
microorganisms can produce enzymes to degrade the biopolymers (Penkhrue et al., 2015; 

(a) (b) (d)

Figure 2. SEM micrographs of the surface of PLA-food-packaging coupons: (a) the surface before 
degradation; (b) the surface after incubation in BM medium without the strain; and (c) after the SNRUSA4 
strain degradation

Figure 3. Clear zone formation by Bacillus sp. SNRUSA4 on emulsified PLA agar after 2 weeks of incubation 
at 37oC
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Phukon et al., 2012). The formation of clear zone around SNRUSA4 colonies indicates 
that SNRUSA4 can use PLA as sole carbon source for growth. 

Identification of SNRUSA4 Strain

The 16S rDNA sequence of the SNRUSA4 strain is related to more than 99% with the genus 
Bacillus. This isolate is named as Bacillus sp. SNRUSA4 (Figure 4). The 16S rDNA sequence 
of Bacillus sp. SNRUSA4 showed similarity with Bacillus methylotrophicus KACC 13105 
(99.93%), Bacillus siamensis KCTC 13613 (99.85%), Bacillus amyloliquefaciens subsp. 
plantarum FZB42 (99.78%), Bacillus subtilis subsp. subtilis NCIB 3610 (99.70%), Bacillus 
amyloliquefaciens  subsp. amyloliquefaciens DSM 7 (99.63%), Bacillus subtilis  subsp. 
inaquosorum KCTC 13429 (99.63%), Bacillus tequilensis KCTC 13622 (99.63%), Bacillus 
vallismortis DV1-F-3 (99.55%), Bacillus atrophaeus JCM 9070 (99.48%), Bacillus subtilis 
subsp. spizizenii NRRL B-23049 (99.48%), Brevibacterium halotolerans DSM 8802 
(99.48%), Bacillus mojavensis RO-H-1 (99.41%) and Bacillus vanillea XY18 (99.40%). 
The 16S rDNA sequence of Bacillus sp. SNRUSA4 was submitted in the GenBank database 

Figure 4. Phylogenetic tree of strain SNRUSA4 and related species of the genus Bacillus
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system with the accession number MT913031. All of thirteen Bacillus species have not 
been reported yet to being able to degrade   PLA. Therefore, Bacillus sp. SNRUSA4 is a 
novel species for PLA and PLA-food-packaging degradation.

Optimization of Growth Conditions by Bacillus sp. SNRUSA4 

The four factors including YE concentration (%) (X1), pHini (X2), T (°C) (X3) and AS (rpm) 
(X4) were optimised by RSM using BBD. Twenty-eight experiments with three levels of 
each factor and its responses are shown in Table 2.

Table 2
Experimental conditions of Box Behnken design for Bacillus sp. SNRUSA4 growth

Run 
No.

YE concentration 
(%) pHini T (°C) AS (rpm)

Optical Density (600nm)
Experiment Predicted 

1 3.0 7 37 250 1.912 1.687
2 0.2 4 37 200 0.007 -0.247
3 1.6 10 27 200 0.034 0.125
4 1.6 10 37 150 0.079 0.073
5 1.6 7 37 200 1.849 1.787
6 3.0 7 37 150 1.666 1.501
7 0.2 7 47 200 0.711 1.029
8 1.6 7 47 150 0.740 0.888
9 1.6 4 47 200 0.009 -0.268
10 1.6 7 27 150 1.545 1.503
11 0.3 10 37 200 0.029 0.242
12 0.2 7 37 250 1.250 1.228
13 1.6 10 47 200 0.011 -0.255
14 1.6 4 37 250 0.009 0.241
15 1.6 7 47 250 1.324 1.325
16 0.2 10 37 200 0.003 -0.232
17 1.6 7 27 250 1.638 1.449
18 3.0 4 37 200 0.014 0.208
19 1.6 7 37 200 1.743 1.787
20 3.0 7 27 200 1.953 1.863
21 0.2 7 27 200 0.621 0.772
22 1.6 4 27 200 0.010 0.900
23 0.2 7 37 150 0.991 1.030
24 1.6 7 37 200 1.819 1.787
25 3.0 7 47 200 0.794 0.868
26 1.6 10 37 250 0.051 0.253
27 1.6 7 37 200 1.738 1.787
28 1.6 4 37 150 0.014 0.037
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The results of the experimentation obtained from BBD were fitted to a second order 
polynomial model to explain the dependence of Bacillus sp. SNRUSA4 growth on the four 
factors. The response surface regression model is shown as Equation 2:

Y  =  – 1 3 . 4 7 0 0 6  +  ( 1 . 4 7 0 9 3 X 1)  +  ( 2 . 3 5 3 5 4 X 2)  +  ( 0 . 2 3 7 3 1 X 3)  + 
(0.014561X4) + (0.00113095X1X2) - (0.022357X1X3) - (0.0000464286X1X4) – 
(0.000183333X2X3) – (0.000038333X2X4) + (0.0002455X3X4) – (0.14887X1

2) 
– (0.16692X2

2) – (0.00361917X3
2) – (0.00005.34667X4

2)  [2]

where Y is the predicted OD, and X1, X2, X3 and X4 are the independent variables of YE 
concentration, pHini, T and AS, respectively.

The significance and adequacy of the quadratic response surface model was tested by 
analysis of variance (ANOVA). The results of the second order response surface model fitting 
in the form of ANOVA are given in Table 3. Even though, the lack of fit was significant 
(0.0120), the response surface regression model was highly significant with P-value 
<0.0001 and F-value = 19.33. In addition, the coefficient of determination R2 (0.9542) and 
the adjusted coefficient of determination R2 (0.9048) were also found acceptable (> 0.90) 
(Chen et al., 2009), which indicated the suitability of the response surface regression model 
for accurate prediction and analysis of Bacillus sp. SNRUSA4 growth.

The linear effect of YE concentration and T showed significant impact on OD of Bacillus 
sp. SNRUSA4 with P-value of 0.0052 and 0.0194, respectively. The quadratic effect of 
YE concentration (p-value = 0.0106), pHini (p-value <0.0001) and T (p-value = 0.0027) 
presented great influence on the cell density, indicating that the effect of various factors 
on OD of Bacillus sp. SNRUSA4 was not a simple linear relationship but a significant 
surface relationship (Yun et al., 2018). There is an interaction between YE concentration 
and T because the interaction effect between two factors was significant. 

RSM was used to predict the optimal culture conditions of Bacillus sp. SNRUSA4. The 
three-dimensional (3D) response surface plots were generated from regression equation by 
considering two test variables at one time, while the other two variables were maintained 
at their middle level. The relationship between the variables and response was visualised 
through 3D response surface or contour plot to analyse the effects of each factors on the 
growth of Bacillus sp. SNRUSA4. The optimal level of each factor for maximal response, 
the impact of independent factors and the impact of interaction effect of each factor were 
determined with the aid of 3D response surface plots. The 3D response surface plots and 
contour plots are demonstrated in Figure 5(A-F). The shape of 3D response surface plots 
was convex, which indicated that the well-defined optimal variables were found.
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YE is one of the important factors for the optimisation of the growth conditions. It is 
a complex organic nitrogen source not only contain nitrogen but also certain vitamin B, 
sulphur, and trace nutrients, and widely used as an ingredient in the media for microorganism 
cultivation (Kalil et al., 2008). As shown in Figure 5(A), (B) and (C), when we increased 
the concentration of YE up to 2.56%, a maximal growth of Bacillus sp. SNRUSA4 was 
observed. The results of this study indicate that YE is a necessary factor for Bacillus growth 
and are similar to other Bacillus spp. such as Bacillus licheniformis (Hassaan et al., 2014), 
Bacillus subtilis SF4-3 (Tian et al., 2016), Bacillus sp. (Biniarz et al., 2018) and Bacillus 
aryabhattai KIIT BE-1 (Ojha et al., 2020). 

The pHini of culture medium plays significant role in bacterial growth. It was clear 
from Fig. 5(B), (D) and (E) that the medium with pH 7.02 was found to be the best pHini 
providing the highest Bacillus sp. SNRUSA4 growth. The optimal pH of most Bacillus was 
discovered at neutral pH such as Bacillus megaterium (Mohanrasu et al., 2020), Bacillus 
cereus sp. BNPI-92 (Mohammed et al., 2019) and Bacillus subtilis (Kim et al., 2020). 

Table 3 
Analysis of variance (ANOVA) for BBD results used for optimizing growth by Bacillus sp. SNRUSA4

Source SS df MS F-value P-value
Model 15.56 14 1.11 19.33 <0.0001
YE concentration 0.65 1 0.65 11.27 0.0052
pHini 0.001728 1 0.001728 0.030 0.8650
T 0.41 1 0.41 1.91 0.0194
AS 0.11 1 0.11 0.280 0.1899
YE concentration *pHini 0.00009025 1 0.00009025 0.00157 0.9690
YE concentration*T 0.39 1 0.39 6.82 0.0216
YE concentration *AS 0.00004225 1 0.00004225 0.0007348 0.9788
pHini*T 0.000121 1 0.000121 0.002105 0.9641
pHini*AS 0.0001323 1 0.0001323 0.0023 0.9625
T*AS 0.060 1 0.060 1.05 0.3246
YE concentration *YE 
concentration 0.51 1 0.51 8.89 0.0106

pHini * pHini 13.54 1 13.54 235.52 <0.0001
T * T 0.79 1 0.79 13.67 0.0027
AS * AS 0.11 1 0.11 1.86 0.1953
Lack of Fit 0.74 10 0.074 24.06 0.0120
Pure Error 0.009205 3 0.003068
Cor Total 16.30 27
R2 = 0.9542 
Adjusted R2 = 0.9048 
Predicted R2 = 0.7382
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Figure 5. The 3D plots and contour plots showing the effect of (A) YE concentration and T, (B) YE 
concentration and pHini, and (C) YE concentration and AS
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Figure 5. (continue) The 3D plots and contour plots showing the effect of (D) pHini and AS, (E) pHini and T, 
(F) T and AS.
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T is an important environmental variable in microbial culture influencing enzyme 
activity, metabolite production and microbial growth (Logan & Vos, 2015). The optimal T 
of Bacillus sp. SNRUSA4 from the response surface analysis was 31.68°C [Figures 5(A), 
(E) and (F)]. Bacillus spp. are mesophilic bacteria that grow best at optimal T range of 
30-37°C. (Khatoon & Rai, 2020; Naskar et al., 2020; Kim et al., 2020). 

The AS directly affects the oxygen transfer rate (OTR), a parameter that plays an 
important role in metabolism of aerobic Bacillus spp. (Bratcher, 2018). The AS of 205.28 
rpm was optimal AS for Bacillus sp. SNRUSA4 cultivation [Figure 5(C), (D) and (F)]. This 
result conforms with a previous report by Unrean et al. (2012) who found that the highest 
cell density of Bacillus subtilis K-C3 was achieved at AS of 200 rpm. 

In conclusion, the predicted optimal conditions of YE concentration, pHini, T and AS 
from the response surface curves and contour plots were 2.56%, 7.02, 31.68°C and 205.28 
rpm, respectively. At these conditions, predicted OD of Bacillus sp. SNRUSA4 was 1.921 
(Table 4).

Table 4 
The optimal values of test factors, and predicted maximum optical density

Variables Value
YE concentration (%) 2.56
pHini 7.02
T (°C) 31.68 
AS (rpm) 205.28
predicted maximum optical density 1.921

The verification experiment was carried out under the optimal conditions based on 
the results of RSM for the model validation. The OD after 2 days of cultivation and PLA-
food-packaging degradation after 4 weeks of cultivation were investigated to confirm the 
accurate optimisation results. The predicted OD (1.921) was close to the OD of Bacillus 
sp. SNRUSA4 at optimal conditions (1.955). The result of this experiment proved that the 
model is reasonable. Moreover, regarding the PLA-food-packaging degradation, the weight 
loss of PLA-food-packaging under the optimal conditions by Bacillus sp. SNRUSA4 had 
greatly increased, up to 87.10±0.16%.

CONCLUSION

Bacillus sp. SNRUSA4 was discovered in this study as a novel PLA-food-packaging-
degrading bacteria that could degrade both PLA and PLA-food-packaging. The optimal 
conditions from RSM based on BBD were YE concentration of 2.56%, pH 7.02, incubation 
T of 31.68°C and AS of 205.28 rpm. Under these conditions, the OD was found at 1.955, 
which was 1.752 more than that before optimisation (0.203). Furthermore, the degradation 
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of PLA-food-packaging under optimal conditions was also higher than before optimisation 
due to the increasing weight loss of PLA-food-packaging. The degradation of PLA-food-
packaging under optimal conditions was almost twelve times greater than before the 
optimisation. Based on the current study, Bacillus sp. SNRUSA4 is a promising strain 
for the degradation of PLA-food-packaging. The degradation of PLA-food-packaging by 
Bacillus sp. SNRUSA4 in its natural state should be further studied.
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ABSTRACT

Magnetic activated carbon (MAC) is found to be effective for the adsorption of methylene 
blue due to its physico-chemical properties such as strong adsorption of magnetization. The 
use of activated carbon (AC) for methylene blue adsorption was ineffective compared to 
MAC. MAC was prepared by incorporating different types of iron powder and chemicals 
[sodium dodecyl sulphate (SDS), citric acid (CA), dimethicone (D350), and epichlorohydrin 
(C3H5ClO)] to strengthen the magnetism and stabilize the MAC. The methylene blue 
test and iodine test were tested on different samples. Characterization test on physical 
and chemical properties was carried out using Scanning Electron Microscopy (SEM) 
and X-ray diffraction (XRD). The yield of MAC was higher because of the addition of 
magnetic particles. The incorporation of magnetic particles had been proven by the SEM 
and XRD analysis that showed the presence of iron compound. The performance study 
of the adsorbent sample showed that MAC_A3II presented better qualities with highest 
removal percentage (98.81 % of removal) in methylene blue adsorption and low magnetic 
contact time that showed strong magnetism. MAC_A3II was prepared by incorporating 
iron powder and treated by using sodium dodecyl sulphate (SDS). Among all the adsorbent 
sample, MAC_B2III performed the weakest quality because the dye removal percentage 
was low, and the preparation process was complicated compared with others. 

Keywords: Iron powder, magnetic activated carbon, 
methylene blue adsorption, sodium dodecyl sulphate

INTRODUCTION

Batik is a traditional fabric craft with hand-
painted and richly colored patterns. The batik 
industry is one of economic driven industries 
in east coast states of Malaysia- Kelantan 
and Terengganu (Jamaludin, 2020). Many 
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batik entrepreneurs built their manufacturing units along the adjoining riverside for disposal 
of wastewater such as dyes, grease, wax, and heavy metals (Ramakreshnan et al., 2020). 
Methylene blue (MB) is commonly used dye in batik industry. The presence of dye in rivers 
not only deteriorates aesthetic value of water but also compromises human health (Ewadh, 
2020). Thus, a proper treatment for effluents rich in color and organic pollutants is required 
prior to discharging into the environment (Ramakreshnan et al., 2020).  One of the methods 
applied to treat the wastewater is Advanced Oxidation Processes (AOP). In this method, 
the spent bleaching earth impregnated with Tungsten trioxide went through sonocatalytic 
to form hydroxyl radicals. The hydroxyl radicals therefore destruct pollution compounds. 
Although the percentage of pollutant degradation is 99.12% the process is expensive for 
a small cottage batik manufacture (Hindryawati et al., 2020). Therefore, adsorption is an 
effective method to treat wastewater. Many industries used commercial AC to treat effluents 
from factories, the drawbacks of AC are high cost and disposal problem (Vyavahare et al., 
2019). Thus, current research found the potential of agricultural waste to produce activated 
carbon. By this way, it is not only cost effective but also environment- friendly (Shokry et 
al., 2020). Furthermore, production on magnetic activated carbon (MAC) from agricultural 
waste represents novel adsorbent for water purification. Activated carbon is a high-content 
carbon enriched with minerals adsorbent. By this way, it is not only cost effective but also 
environment- friendly (Shokry et al., 2020) Activated carbon can be produced through the 
pyrolysis of biomass in the absence of oxygen at ≤500°C or carbonization process and it is 
a carbon rich residue. Activation step of activated carbon involved oxidizing gases such as 
steam, air, and carbon dioxide (Ooi et al., 2013). It has porous properties which can increase 
the removal of contaminants from aqueous solution. It also has large specific surface area 
and strong redox reactivity (Yao et al., 2015). Therefore, unique properties of activated 
carbon are widely used as a filter to improve the quality of water and wastewater whereby 
it increases efficiency of water treatment and reduces the spread of contamination from 
hazardous chemicals. Accordingly, MAC is proposed to improve effectiveness of separation 
process which aided by external magnetic field (Shokry et al., 2020). The key obstacle 
of impregnation process is magnetic particles does not fully impregnate with the AC. In 
order to encounter the problem, a surfactant is applied due to change the surface properties 
of adsorbent. The hydrophobic and hydrophilic characteristics of the surfactant enable 
improve adsorption capacity by affecting solubility of the organic pollutant. Thus, organic 
pollutants such as dye is suggested to test the performance of impregnation process with 
surfactant treatment (Li et al., 2019). An alternative method to produce magnetic activated 
carbon derived from coconut shell with sodium dodecyl sulfate treatment is proposed in 
this study. Besides, the methylene blue will be used as pollutant to test the adsorbent. The 
challenge of this study is to show that MAC is a competitive adsorbent by comparing with 
commercial AC.  Hence, the objective of this study was to synthesis magnetic activated 
carbon treated with SDS and to test the performance of the novel adsorbent. 
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MATERIALS AND METHOD

Chemical and Reagents 

The chemical and reagent used in the research were hydrochloric acid, HCl (37%), 
ammonium hydroxide, NH4OH (28%), 2 M hydrochloric acid, HCl (2 M), ammonium 
hydroxide, NH4OH (0.7 M), iodine solution (0.1 N), sodium thiosulphate solution, Na2S2O3 
(0.05 N), starch solution, sodium carbonate, Na2CO3, potassium iodide (KI), and distilled 
water. The magnetization of AC was carried out using iron powder (IFP) and labelled 
as Group A; Group B was γ-Fe2O3 (I30B), the gamma phase of ferrous oxide; Group 
C was α-Fe2O3 (I30) the alpha phase of ferrous oxide; Group D was ferrous chloride, 
FeCl2 impregnated with ferric chloride, FeCl3 and Group E was ferrous sulphate, FeSO4 
impregnate with Ferric Chloride, FeCl3. In addition, sodium dodecyl sulphate (SDS), citric 
acid (CA), dimethicone 350 (D350) and epichlorohydrin, (C3H5ClO) used to strengthen 
the impregnation between magnetic particles and AC.

Synthesis of Activated Carbon

Raw coconut shell sample was collected from coconut milk manufacturer company, which 
is located at Tanah Merah district, Kelantan state. The raw coconut shell was carbonized by 
using modified drum method. Carbonization is a conversion of organic matters like biomass 
into carbon through destructive distillation. The activated carbon was produced through 
modified pyrolysis technique using an empty 55-gallon steel oil drum. The coconut shell 
was placed into the oil drum and lit from the bottom. Once the materials inside the drum 
were fully ignited and the water in the carbon source had evaporated, the drum was sealed 
to initiate the anoxic combustion process. The process would take about two to three hours 
for the material to be fully carbonized. Once the charcoal was completed, it was sorted by 
visual inspection to find material that had been thoroughly carbonized. Shells that retained 
a natural brown colour and that were difficult to break by hand were excluded. Any material 
that had not been completely carbonized was saved for the following batch. The drum 
method produced approximately 5 kg of carbon material. There is no fixed temperature in 
this process but can ranged from 400 to 500°C (Cobb et al., 2012). The schematic diagram 
on the preparation of activated carbon using carbonization drum method is illustrated in 
Figure 1. The carbonized coconut shells were grounded into the desired form and further 
subjected to activation with 1N concentration of potassium hydroxide (KOH) at a ratio of 
1:3, with slow agitation at 75 rpm for 1 hour. To prepare 1N KOH, 56.11 g of KOH was 
dissolved in 300 mL water and then transferred to a 1 L measuring flask quantitatively and 
dilute until it reaches 1 liter (Cobb et al., 2012). The mixture was left to mature for about 5 
to 6 hour and followed by filtration, later, rinsed with double distilled water (ddH2O). The 
AC was dried in oven at temperature of 90 -100°C. The dried AC was placed in a muffle 
furnace (Carbolite ELF 11/6B) and heated to 800-900°C (10°C/min), and kept for 15-30 
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min (Lee et al., 2018). The cooled down sample was washed, neutralized with 5% HCl, 
dried and stored for further modification. 

Preparation Method for Magnetization of Coconut Shell Activated Carbon

Table 1 displays the different combination of the final product by using different magnetic 
particles impregnated with different chemical and different sonicated treatment. The AC 
used was in mesh size of less than 45µm. At first, 2.95 g of iron powder or iron (III) oxide 
powder, Fe2O3 (IFP, I30B, and I30) was dissolved in 45 mL of distilled water and placed in 
the orbital shaker for the agitation of 250 rpm for 30 min. For MAC, the experiment was 
continued with the addition of 6 mL of ammonium hydroxide solution, NH4OH (28%) and 
agitated for 1 hour. Next, 1.5 g of AC was added and continued the agitation for 5 min. 
Then, the preparation was continued with addition of 0.6 ml of different chemical (control, 
Dimetricone 350, Sodium Dodecyl Sulphate, and Citric Acid) respectively as enhancer of 
magnetization and continue agitated for another 1 hour. All of the samples were continued 
with 3 different sonication for 1 hour which is non-sonicated, ultrasonic bath and sonicated 
respectively. Lastly, the final product, MAC was washed and collected using neodymium 
magnet. The MAC was dried at 50oC in the oven to obtain the dry MAC powder. Group C 
(I30) contained the lowest magnetism among all the group which the magnetic particles 
used was the alpha phase of ferric oxide, α-Fe2O3  which was the lowest magnetism among 

Figure 1. Schematic diagram on the synthesis of activated carbon from coconut shell via carbonization 
method
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all magnetic particles. D350 was the worst chemical used to treat the sample which wasted 
lots of carbon sample during the washing process. 

Table 1
Sample with different treatment combination using method 1

Non- sonicated (I) Ultrasonic bath (II) Sonicated (III)

IFP (A)

Control (1)
D350 (2)
SDS (3)
CA (4)

MAC_A1I
MAC_A2I
MAC_A3I
MAC_A4I

MAC_A1II
MAC_A2II
MAC_A3II
MAC_A4II

MAC_A1III
MAC_A2III
MAC_A3III
MAC_A4III

I30B (B)

Control (1)
D350 (2)
SDS (3)
CA (4)

MAC_B1I
MAC_B2I
MAC_B3I
MAC_B4I

MAC_B1II
MAC_B2II
MAC_B3II
MAC_B4II

MAC_B1III
MAC_B2III
MAC_B3III
MAC_B4III

I30 (C)

Control (1)
D350 (2)
SDS (3)
CA (4)

MAC_C1I
MAC_C2I
MAC_C3I
MAC_C4I

MAC_C1II
MAC_C2II
MAC_C3II
MAC_C4II

MAC_C1III
MAC_C2III
MAC_C3III
MAC_C4III

Notes: A = IFP (Iron Powder); B = I30B (γ-Fe2O3); C = I30 (α-Fe2O3); 1 = Control; 2 = D350; 3 = SDS; 4 
= CA; I = Non-sonicated; II = Ultrasonic bath; III = Sonicated

Preparation Method for Magnetization of Coconut Shell Activated Carbon using 
Method 2

For the impregnation magnetization 1.95 g of FeCl3 was mixed with 0.7 g of  FeCl2  (D) and 
then dissolved in 45 mL of distilled water and placed in the orbital shaker for the agitation 
at 250 rpm for 30 min (Table 2). The sample was further added with 6 mL of ammonium 
hydroxide solution, NH4OH (28%) and continued agitation for another 1 hour. Then, 1.5 
g of AC was added into the solution and the agitation continued for another 5 mins. The 
prepared solution was added with different chemical (control, SDS, and CA) and continued 
the agitation for another 1 hour. The sample were treated using three different method for 
1 hour which was non-sonicated, ultrasonic bath and sonicated respectively. Lastly, the 

Table 2
Sample with different treatment combination using method 2

Non- sonicated (I) Ultrasonic bath (II)
FeCl3 + FeCl3 (D) Control (1)

SDS (3)
CA (4)

MAC_D1I
MAC_D3I
MAC_D4I

MAC_D1II
MAC_D3II
MAC_D4II

FeCl3 + FeSO4 (E) Control (1) 
SDS (3)
CA (4)

MAC_E1I
MAC_E3I
MAC_E4I

MAC_E1II
MAC_E3II
MAC_E4II

Notes: D = FeCl2; E = FeSO4; 1 = Control; 3 = SDS; 4 = CA; I = Non-sonicated; II = Ultrasonic bath
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final product, was washed and collected using neodymium magnet. The treated MAC was 
dried at 50 ⁰C in the oven to obtain the dry MAC powder. The magnetization method was 
repeated FeCl3 + FeSO4 (E) by replacing the preparation formula (i) with formula (ii) (1.95 
g of FeCl3  impregnated with 1.0 g of FeSO4). 

Process Performance 

Yield (%). The total yield of MAC (%) estimated by using the following Equation 1,

Total  Yield of MAC (%) = 
weight of MAC_XX produced

weight of activated carbon sample ×100% (1)

Methylene Blue Test. Methylene blue test was carried out using method described by 
Jadhav and Mohanraj (2016). Methylene blue solution was prepared by diluting the stock 
solution with 1000 ppm to 2 ppm. A fixed parameter was measured in this adsorption 
experiment where the time taken of the MAC to decolorize the methylene blue (contact 
time) and the time taken of the sample fully attached to the magnet (magnetic contact 
time) were recorded. At first, 0.15 g of each sample were weighed and poured into 25 
mL of methylene blue solution. The time taken to decolorize the methylene blue and the 
time of the sample fully attached to the magnet were recorded. The methylene blue test 
was conducted in triplicates under identical condition and average value was calculated.   
Next, the filtrate was analyzed using UV visible spectrophotometer (Thermo Scientific 
Genesys 20) at 668 nm (Islam et al., 2017). This was to further prove the effectiveness of 
the MAC in adsorption of methylene blue solution. The absorbance value was recorded 
in triplicate and the average value were also recorded. The percentage of dye removal by 
using different sample was calculated using mathematical Equation 2.

Percentage of dye removal (%) =  
B − S

S
 ×100     (2)

Where B (mg/ L) and S (mg/ L) are MB concentration at initial and after added MAC. The 
steps were repeated by using different concentration of methylene blue dye which was 5 
ppm and 10 ppm.

Iodine Test.  Iodine number was used to determine the adsorption of iodine on the activated 
carbon (Mianowski et al., 2007). The main principle was to determine the residual iodine 
concentration by titration with sodium thiosulfate standard solution after the quantitative 
sample and iodine standard solution were fully shaken under specific conditions to 
determine the iodine adsorption amount. Iodine adsorption value can be used as a qualitative 
indicator of microporous structure of activated carbon (Yang et al., 2020).
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Preparation of Iodine Solution (0.1 N). For the preparation of iodine solution (0.1 N), 12.7 
g of iodine pearls and 19.1 g of potassium iodide (KI) were weighed. Next, around 2-5 mL 
of distilled water was added slowly and stirred using magnetic stirrer. Distilled water was 
added until 50 mL to completely dissolve the iodine pearl. The solution was allowed to stir 
for a minimum of 4 hours to make sure that all the crystals were completely dissolved. The 
solution was quantitatively transferred to a 1 L volumetric flask (ASTMD4607_14, 2014). 
The iodine solution 0.1 N must be stored in amber bottle due to its sensitivity to light.

Preparation of Sodium Thiosulphate, Na2S2O3 (0.05 N). Around 12.4 g of sodium 
thiosulphate, Na2S2O3 (0.05N) was dissolved in approximately 100 mL of freshly boiled 
distilled water and 0.1 g of sodium bicarbonate, NaHCO3 was added to decrease the bacterial 
decomposition of the thiosulphate solution. The mixture was transferred quantitatively to 
a 1 L volumetric flask and diluted to the mark (ASTMD460714, 2014).

Preparation of Starch Solution. To prepare a starch solution, 1.0 ± 0.5 g of starch was 
mixed with 5 to 10 mL of cold water to make a paste. Additional of 25 ± 5 mL of water 
was added while stirring to the starch paste. The mixture was poured into a 1 L boiling 
water and boiled for 4 to 5 min (ASTMD460714, 2014).

Iodine Number. Iodine number was determined on iodine solution as blank, 45 µm of 
AC, 63 µm of AC, CMAC, the best and worst condition of sample, MAC_XX. The test 
divided into two parts as part a and b. Part b was a blank reading. At first, 10 mL of iodine 
solution (0.1 N) was measured and poured into conical flask. The solution was titrated 
with sodium thiosulphate solution, (0.05 N) until the solution turn to pale yellow. Then, 
2 drops of starch solution were added, and the solution turned blue. The solution was 
continued with titration of sodium thiosulphate until the solution turned colorless. The 
burette reading corresponds to blank reading (b). For part a, around 0.2 g of sample (AC, 
MAC, MAC_XX) was weighed and dissolved in 40 mL of iodine solution 0.1N. The 
solution was shaken for 50 min at 200 rpm in the orbital shaker and filtered. Then, 10 mL 
of filtrate was measured and poured into another conical flask. The filtrate was titrated 
with sodium thiosulphate solution until the solution turns pale yellow. Next, 2 drops of 
starch solution were added into the solution until the solution turns blue. The solution 
was continued with the titration of sodium thiosulphate until the solution turned colorless. 
The burette readings were correspond to (a). The iodine value was calculated by using 
Equations 3 to 5 as stated below.

Iodine value = c × Conversion factor; mg/g     (3)
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Conversion factor =

molecular weight of iodine × normality of iodine × 40

weight of activated carbon 

= 127 × 0.1 N × 40

             0.2 g
c = b – a       (5)

Characterization of magnetic activated carbon

Scanning Electron Microscopy (SEM) Analysis. SEM was used to analyze the pore 
structure of AC and MAC sample that produced. The magnification used were 1000×. The 
sample was placed on the SEM holder and moulded into the mounting holed in a JEOL 
JSM-IT100 scanning electron microscope. The focus knob was adjusted and the selected 
image captured.

X-ray Diffraction (XRD). X-ray diffraction is method a that uses X-ray to characterize the 
crystalline properties of carbon material. The sample was packed into the sample holder and 
analyzed by using Bruker D2 Phaser. The sample was scanned from 20.0ºC to 90.0ºC at 
the scan speed of 2º min-1. The XRD diffractogram patterns was obtained from the system. 

RESULTS AND DISCUSSION

Weight and Yield of Magnetic Activated Carbon 

Table 3 shows the weight and the total yield of the MAC. Magnetic activated carbon was 
produced by using different type of iron powder (A, B, C, D, and E), different chemical 
to treat MAC (1, 2, 3, and 4) and also different type of sonication (I, II, and III). The 
production yield was considered as an important parameter in the feasibility study under 
specified condition. The magnetism of these MAC sample was tested using neodymium 
magnet (NdFeB). The results showed that the magnetism of group C was the lowest. The 
results clearly showed that the MAC yield of all samples was more than 100 %. This is 
because the addition of different type of iron powder into different samples. The highest 
MAC yield, 417.33% was achieved by MAC_A4II (True yield: 140.67%). The lowest MAC 
yield among all sample was from MAC_E3II that recorded 86% (True yield: 28.99%). 
This happened because of the washing and cleaning process that washed away most of the 
AC. Besides, this could also be due to the failure of impregnation process to impregnate 
the FeSO4 powder and the AC.

× blank reading   

× b            (4)
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Table 3
Weight and percentage of MAC yield (%)

No Sample Weight (g) Total Yield of MAC (%) True Yield (%)
1
2
3
4
5
6
7
8
9
10
11

MAC_A1I
MAC_A1II
MAC_A2I
MAC_A2II
MAC_A2III
MAC_A3I
MAC_A3II
MAC_A3III
MAC_A4I
MAC_A4II
MAC_A4III

3.29
4.74
3.34
3.85
3.28
4.80
4.94
4.66
4.61
6.26
4.16

219.33
316.00
222.67
256.67
218.67
320.00
329.33
310.67
307.33
417.33
277.33

73.93
106.52
75.06
86.52
73.71
107.87
111.01
104.72
103.60
140.67
93.48

1
2
3
4
5
6
7
8
9
10
11

MAC_B1I
MAC_B1II
MAC_B2I
MAC_B2II
MAC_B2III
MAC_B3I
MAC_B3II
MAC_B3III
MAC_B4I
MAC_B4II
MAC_B4III

4.14
4.31
3.71
3.53
3.82
3.50
3.61
3.93
3.12
4.71
3.61

276.00
287.33
247.33
235.33
254.67
233.33
240.67
262.00
208.00
314.00
240.67

93.03
96.85
83.37
79.33
85.84
78.65
81.12
88.31
70.11

105.84
81.12

12
13
14
15
16
17
18
19
20
21
22

MAC_C1I
MAC_C1II
MAC_C2I
MAC_C2II
MAC_C2III
MAC_C3I
MAC_C3II
MAC_C3III
MAC_C4I
MAC_C4II
MAC_C4III

4.08
4.17
3.87
4.21
4.32
4.36
4.23
4.11
4.09
4.21
4.71

272.00
278.00
258.00
280.67
288.00
290.67
282.00
274.00
272.67
280.67
314.00

91.69
93.71
86.97
94.61
97.08
97.98
95.06
92.36
91.91
94.61
105.84

23
24
25
26
27
28

MAC_D1I
MAC_D1II
MAC_D3I
MAC_D3II
MAC_D4I
MAC_D4II

2.55
2.17
2.16
2.60
2.13
2.15

170.00
144.67
144.00
173.33
142.00
143.33

57.30
48.76
48.54
58.43
47.87
48.31

29
30
31
32
33
34

MAC_E1I
MAC_E1II
MAC_E3I
MAC_E3II
MAC_E4I
MAC_E4II

2.08
2.03
2.07
1.29
2.12
2.38

138.67
135.33
138.00
86.00
141.33
158.67

46.74
45.62
46.52
28.99
47.64
53.48

Notes: A = IFP (Iron Powder);  B = I30B (γ-Fe2O3 ); C = α-Fe2O3; D = FeCl2; E = FeSO4; 1 = Control; 2 = 
D350; 3 = SDS; 4 = CA; I = Non-sonicated; II = Ultrasonic bath; III = Sonicated.
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Methylene Blue Test

The behavior of methylene blue and iodine test were closely related to surface area and 
pores volume of the carbon sample. The parameter used in methylene blue test were the 
time taken by MAC to decolorize methylene blue solution (contact time) and the time 
taken by MAC fully attached to magnet (magnetic contact time). For methylene blue test, 
the selected MAC samples were from group A, B, D and E. Group C was not selected 
because group C did not contain any magnetism which was considered as lowest quality 
if compared with others. Table 4 shows the contact time and the magnetic contact time 
between the MAC sample and 2 ppm methylene blue. Additionally, the absorbance value 
had been recorded that measured at 668 nm by using UV-VIS. Besides, the test had been 
done triplicates and the average result was calculated. The results showed the contact time, 
magnetic contact time of the MAC form by using the iron powder (IFP) and treated with 
different chemical (control, D350, SDS and citric acid) and sonicated way (non-sonicated, 
ultrasonic bath and sonicated). The sample that achieved the shortest contact time was 
MAC_A3I which recorded 5.38 s and on the other hand the longest contact time recorded 
was by MAC_A2III which was 156.73 s. This explained that MAC_A3I applied shorter 
time to decolorize the methylene blue whereas MAC_A2III applied the longest time. For 
the magnetic contact time, the shortest time, 17.43 s recorded byMAC_A2III and the 
longest time, 40.87 s recorded by MAC_A2I. The result clarifies that some MAC have 
good methylene blue adsorption but weak magnetism. The magnetism of the MAC sample 
was affected by different types of iron powder used and the treated chemical. 

Group B was the MAC prepared by using gamma phase of ferric oxide, γ-Fe2O3  
(I30B) and treated by different chemical (control, D350, SDS and citric acid) and sonicated 
way (non-sonicated, ultrasonic bath and sonicated). Based on Table 4, MAC_B3I had 
recorded the shortest contact time which was 3.90 s whereas on the other hand MAC_B2I 
had recorded the longest contact time, 50.54 s. Furthermore, for the longest and shortest 
magnetic contact time, MAC_B2III and MAC_B1I recorded were 6.283 s and 71.87 s 
respectively.

The MAC from group D was carried out by corporate ferrous chloride (FeCl2) with 
ferric chloride (FeCl3). For group D, MAC_D3I and MAC_D1I had recorded the shortest 
and longest contact time when dissolved in methylene blue solution. Moreover, for the 
magnetic contact time, MAC_D3I displayed the best magnetism and conversely MAC_D1I 
displayed the worst magnetism among category D. The time recorded were 28.64 s and 
35.91 s respectively. MAC_E which the group E was MAC that were manufactured by 
mixing the ferric chloride (FeCl2) with ferrous sulphate (FeSO4). Lastly for treatment 
Group E, the results showed that MAC_E3I and MAC_E4II had presented the shortest and 
longest contact time when they dissolved in methylene blue solution. The time recorded 
were 3.73 s and 4.54 respectively which also explained that MAC_E3I was more effective 



Synthesis of MAC Treated With SDS

437Pertanika J. Sci. & Technol. 29 (1): 427 - 444 (2021)

Table 4
Methylene blue (2 ppm) test using different treatments

No Sample Contact 
Time (s)

Magnetic Contact 
Time (s)

Absorbance Value 
(at wavelength of 668 nm)

Percentage of 
dye removal (%)

1
2
3
4
5
6
7
8
9
10
11

MAC_A1I
MAC_A1II
MAC_A2I
MAC_A2II
MAC_A2III
MAC_A3I
MAC_A3II
MAC_A3III
MAC_A4I
MAC_A4II
MAC_A4III

6.857
10.713
15.717
32.283
156.733
5.357
7.427
10.437
21.107
11.883
19.643

38.537
30.743
40.870
31.380
17.430
35.140
33.420
30.310
19.790
35.110
19.530

0.064±0.004
0.060±0.006

0.010±0
0.102±0.002
0.194±0.0005
0.013± 0.0011
0.004± 0.0005
0.003± 0.0005
0.009± 0.0005
0.015± 0.001
0.011± 0.001

81.009
82.196
97.033
69.733
42.433
96.142
98.81
99.110
97.329
95.549
96.736

1
2
3
4
5
6
7
8
9
10
11

MAC_B1I
MAC_B1II
MAC_B2I
MAC_B2II
MAC_B2III
MAC_B3I
MAC_B3II
MAC_B3III
MAC_B4I
MAC_B4II
MAC_B4III

5.533
4.620
50.540
37.327
44.497
3.903
4.040
3.953
5.737
3.953
5.870

71.867
55.490
10.723
13.197
6.283
54.997
53.527
45.783
49.437
42.993
50.910

0.017±0.0005
0.014±0.0005
0.080±0.0005

0.036±0
0.118±0.0015
0.005±0.001
0.009±0.0005
0.003±0.0005

0.030±0
0.019±0.0005

0.007±0

94.955
95.846
76.261
89.318
64.985
98.516
97.329
98.110
91.098
94.362
97.923

1
2
3
4
5
6

MAC_D1I
MAC_D1II
MAC_D3I
MAC_D3II
MAC_D4I
MAC_D4II

4.727
3.917
3.600
4.423
3.803
4.183

30.070
35.910
28.640
34.120
35.270
34.510

   0.049±0.0005
0.082±0.001

0.067±0
0.098±0.0005
0.055±0.0005
0.059±0.0005

85.460
75.668
80.119
70.920
83.680
82.493

1
2
3
4
5
6

MAC_E1I
MAC_E1II
MAC_E3I
MAC_E3II
MAC_E4I
MAC_E4II

4.000
4.533
3.733
4.343
4.183
4.540

48.640
46.680
47.450
41.170
54.290
52.220

0.089±0.0017
0.074±0.001
0.060±0.0005
0.085±0.0005
0.103±0.00153
0.055±0.0005

73.591
78.042
82.196
74.777
69.436
83.680

Where n=3 for triplicate test of methylene blue test. Notes: A = IFP (Iron Powder); B = I30B (γ-Fe2O3); D = 
FeCl2; E = FeSO4; 1 = Control; 2 = D350; 3 = SDS; 4 = CA; I = Non-sonicated; II = Ultrasonic bath; III = 
Sonicated
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if compared with MAC_E4II. Additionally, MAC_E3II and MAC_E4I had recorded 41.17 
s and 54.29 s as the shortest and longest magnetic contact time. Table 5 showed the contact 
and magnetic contact time of the CMAC and AC. The result showed that the CMAC 
recorded the contact time of the sample in methylene blue solution as 4.13 s and 50.81 
s as the magnetic contact time. On the other hand, due to AC not containing magnetism, 
the AC only recorded 9.58 s for the contact time of sample in methylene blue solution.

Table 5
Methylene blue (2 ppm) test 

No Sample
Contact 
Time (s)

Magnetic Contact 
Time (s)

Absorbance Value 
(668 nm)

Average Average Average Percentage of dye removal (%)
1
2

CMAC
AC

4.127
9.580

50.810
-

0.098
0.244

70.920
27.596

Iodine Test

Iodine test for selected MAC sample were calculated by using Equation 3 to 5. The iodine 
number of the selected sample is shown in Table 6. The sample was selected based on the 
highest and the lowest of the percentage of dye removal from methylene blue test.

Table 6
 Iodine number for selected MAC sample 

No Sample Iodine Value (mg/g)
1
2
3
4
5
6
7
8
9
10
11

45µm AC
63 µm AC

CMAC 
MAC_A2III
MAC_A3II
MAC_B2III
MAC_B3I
MAC_D1I 
MAC_D3II 
MAC_E4I
MAC_E4II

925.840
874.948
657.301
821.627
652.606
368.710
275.069
719.862
737.419
795.945
782.240

Notes: A = IFP (Iron Powder); B = I30B (γ-Fe2O3); D = FeCl2; E = FeSO4; 1 = Control; 2 = D350; 3 = SDS; I 
= Non-sonicated; II = Ultrasonic bath; III = Sonicated

Iodine test was used to determine the surface area of the MAC and AC. Additionally, 
iodine test also act as a measure of micropore content of AC by observing the iodine 
adsorption from the solution. As shown in Tables 3 and 4, there are comparison between 
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AC and MAC. At first, the comparison between 45 µm AC and 63 µm AC was made. The 
result clearly showed that the iodine number of 45 µm AC was higher than 63 µm AC. 45 
µm AC recorded 925.84 mg/g whereas 63 µm AC recorded 874.95 mg/g of iodine number. 
The higher iodine number indicates a higher degree of activation (Machrouhi et al., 2019). 
Besides, higher iodine number indicates that the 45 µm AC contain a larger porosity and 
higher number of porosity (Arslanoglu, 2019). The result showed that 45 µm AC had 
higher quality compared to 63 µm AC. The iodine test for MAC was also calculated for 
comparison. For group A, MAC_A3II recorded a lower iodine adsorption number, 652.606 
mg/g which indicated it was better compared to MAC_A2III that recorded higher iodine 
adsorption number, 821.63 mg/g (Figure 2). Next, for the comparison of other group B, 
D and E, the more qualified MAC are MAC_B3I, MAC_D1I and MAC_E4II. The iodine 
adsorption number recorded are 275.07 mg/g, 719.86 mg/g and 782.24 mg/g respectively. 
MAC_B3I recorded the lowest iodine adsorption number which indicated that the surface 
of MAC_B3I are mostly covered by iron ion (Deng et al., 2010). The iodine adsorption 
number of MAC are much lower compared to AC because of the surface of MAC were 
mostly covered by iron ion depending on the type of magnetic agent used. Besides, this 
further explained that MAC_A3II having a lower iodine adsorption number had a smaller 
number of micropores and the surface of carbon were mostly covered by iron ion.

Figure 2. Process flow on the synthesis of magnetic activated carbon treated with sodium dodecyl sulphate

Characterization of Magnetic Activated Carbon

Scanning Electron microscope. Scanning electron microscopy analysis is an analytical 
technique to study the physical properties of the carbon. This analysis was mainly to 
illustrate the pore structure or the morphology of the carbon sample. Figure 3 depicts the 
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micrograph and image of the chosen sample under the magnification of 1000x. The sample 
were chosen based on the best condition on iodine test and methylene blue test and samples 
chosen were the AC, CMAC, MAC_A3II and MAC_B2III. Figure 3 shows the micrograph 
related to AC. As seen on the micrograph, there were abundant pores developed on the AC 
(1000x). The pores were randomly scattered on the surface of the activated carbon with 
various size, diameter, and width of external pores. Besides, there was also some white 
particles spotted on the surface of the carbon. This might be due to the impurities that was 
not washed completely during the washing process (Anyika, et al., 2017). The micrograph 
of the AC showed many micropores and mesopores compared to other samples. This 
was certainly proof with the iodine number that are higher if compared to other samples. 
The micrographs of CMAC, MAC_A3II and MAC_B2III are depicted in Figure 3 b, c, 
and d, respectively. The micrograph of all MAC sample does not show obvious pores if 
compared to activated carbon. This is because the iron powder used have blocked the pores 
of the MAC (Suresh et al., 2017). Furthermore, the carbon surface of CMAC showed a 
homogeneous surface whereas micrograph of MAC_A3II and MAC_B2III showed that 
the particle size was not homogeneous.

The micrograph of MAC_A3II displayed bigger and uneven size of particle compared 
to CMAC. In addition, MAC_A3II also showed some needle like structure which 
represented the presence of ferrous oxide. Moreover, MAC_B2III contained less greyish 
layer compared to the others. The greyish layer might represent some of the chemical 
that added to strengthen the magnetism of the MAC. Next, there were some white spots 
scattered around the surface of each magnetized sample. The white spot was believed to act 
as the silica particles and MAC_B2III contained more white spots because of the addition 
of D350 chemical that were contained in silica particles (Wang,  et al., 2017).

X-Ray Diffraction (XRD). X-ray diffraction is the analytical technique that mainly identify 
the crystalline phase of the sample tested. The selected samples were analyzed by using 
X-ray diffraction analysis as shown on Figure 4. Diffractogram of AC showed some intense 

Figure 3. Micrograph of carbon material at magnification of 1000×: (a) AC; (b) CMAC; (c)MAC_A3II; 
and (d) MAC_B2III

(a) (b) (c) (d)
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Figure 4. XRD diffractogram of AC, CMAC, MAC_A3II and MAC_B2III 
(Note: A = IFP (iron powder); B = I30B (γ-Fe2O3); 2 = D350; 3 = SDS; II = ultrasonic bath; III = Sonicate) 



Palsan Sannasi Abdullah, Huda Awang and Jayanthi Barasarathi

442 Pertanika J. Sci. & Technol. 29 (1): 427 - 444 (2021)

peaks which assigned to the presence of carbon at 2θ 26.54⁰, 42.42⁰, 59.74⁰, and 87.55⁰ at 
intensity of 596.95, 483.38, 181.95 and 181.85, respectively. Diffractogram of AC shows 
that AC contained 47.8% of graphite compound. Diffractogram of CMAC had shown the 
main composition was iron oxide at 90.3%. The most important structure in MAC was 
the iron compound that leads to the magnetism of the AC. The diffractogram had shown 
a few peaks which matched to ferric oxide at 2θ 30.54⁰, 35.71⁰ and 62.80⁰ at the intensity 
of 418.86, 1000.00, and 456.86, respectively. The presence of iron oxides indicates that 
the CMAC contains magnetism.  Furthermore, diffractogram of MAC_A3II displayed the 
many peaks that related to ferrous oxide. There were some intense peaks that matched to 
ferric oxide at 2θ 30.26⁰ and 35.68⁰ at the intensity of 394.73 and 853.49, respectively. 
Diffractogram of MAC_B2III shows some peaks at 2θ 35.55⁰ and 63.96⁰ that matched to 
maghemite and carbon whereas 2θ 26.54⁰ that matched to carbon. 

CONCLUSION

This study revealed that MAC_A3II had presented a better characteristic compared with 
other adsorbent samples, CMAC and the AC. MAC_A3II produced by impregnated 
the iron powder with SDS as the treated chemical and sonicated by using ultrasonic 
bath. Moreover, MAC_A3II performed better methylene blue adsorption by achieving 
98.81% of the removal percentage on 2 ppm methylene blue solution. The iodine test of 
MAC_A3II, 626.61 mg/g was lower than the AC which was 925.84 mg/g. This showed 
that AC were highly porous and had larger surface area. On the other hand, MAC_A3II 
had lower iodine number because the iron had blocked the surface of the carbon. The SEM 
analysis clearly showed that AC contained many micropores and mesopores if compared 
with MAC. Besides, for SEM analysis of MAC, the micropores and mesopores were very 
hard to identified as the pores were blocked by the iron or silicone atom. From the analysis 
it can be concluded that MAC_A3II presented better qualities and characteristics on the 
methylene blue adsorption and magnetism if compared to AC and CMAC. MAC_A3II 
prepared by using the iron powder and treated by adding SDS, was proven as the best 
qualities of MAC. The presence of iron oxide had been verified by using XRD analysis.
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ABSTRACT

With the explosive growth of social media, the online community can freely express their 
opinions without disclosing their identities. People with hidden agendas can easily post fake 
opinions to discredit target products, services, politicians, or organizations. With these big 
data, monitoring opinions and distilling their sentiments remain a formidable task because 
of the proliferation of diverse sites with a large volume of opinions that are portrayed 
in multilingual. Therefore, this paper aims to provide a systematic literature review on 
multilingual sentiment analysis, which summarises the common languages supported in 
multilingual sentiment analysis, pre-processing techniques, existing sentiment analysis 
approaches, and evaluation models that have been used for multilingual sentiment analysis. 
By following the systematic literature review, the findings revealed, most of the models 
supported two languages, and English is seen as the most used language in sentiment analysis 

studies. None of the reviewed literature 
has catered the combination of languages 
for English, Chinese, Malay, and Hindi 
language on multilingual sentiment analysis. 
The common pre-processing techniques for 
the multilingual domain are tokenization, 
normalization, capitalization, N-gram, 
and machine translation. Meanwhile, the 
sentiment analysis classification techniques 
for multilingual sentiment are hybrid 
sentiment analysis, which includes localized 
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language analysis, unsupervised topic clustering, and then followed by multilingual 
sentiment analysis. In terms of evaluation, most of the studies used precision, recall, and 
accuracy as the benchmark for the results.

Keywords: Machine learning, machine translation, multilingual sentiment analysis, opinion mining, pre-
processing, sentiment analysis

INTRODUCTION

There is a well-known English saying “The pen is mightier than the sword” written by a 
novelist Edward Bulwer-Lytton in 1839 (as in Sykes et al., 2018), that emphasizes how 
the freedom of speech (including written and oral communications) has generally been 
a powerful tool than a weapon due to its capability to influence, persuade and control 
the society or situation (Mäntylä et al., 2018; Jing & Murugesan, 2018). The freedom of 
speech has opened opportunities for people to publicly voice out their feelings and opinions 
through various communication mediums without restrictions, which sometimes cause 
more damage and violated the right of free expressions.

Sentiment analysis is a method or process of detecting and extracting a given subject such 
as opinion and attitudes from written and spoken language. In general, sentiment analysis 
is about the ability to determine the sentiment of a topic and classify the overall polarity of 
the topic sentence in positive, negative, or neutral (Kang & Park, 2014). Sentiment analysis 
has been a popular research area over the past decade.  It is gaining even more importance 
over time due to the emerging use of the internet and social media such as social networking 
sites; Twitter, forums, and blogs. Capturing public opinions about political issues, social 
events, products preferences, or services that they have used are valuable for understanding 
the concerns and to influence the decision-making process.

However, this sentiment analysis is facing an issue where the written opinions are 
often mixed with several languages which leads to the difficulties in fully capturing the 
text messages and consequently making the polarity of the text becomes harder to classify 
(Dashtipour et al., 2016; Devika et al., 2016). Hence, multilingual sentiment analysis is 
proposed to enhance the sentiment classification of texts in multiple languages. Recently, 
there has been considerable interest in multilingual sentiment analysis. Numerous methods 
and automatic tools have been developed to extract relevant information from various 
sources. 

The purpose of this paper is to review different combination of strategies to develop a 
multilingual sentiment analysis that includes preprocessing techniques, sentiment analysis 
methods, and evaluation model that have been applied in the existing proposed models. 

This paper is organized as follows. Section 2 briefly explains the concept of sentiment 
analysis. Section 3 presents the systematic literature review methods and processes. Section 
4 and Section 5 present the results and discussions. Finally, Section 6 concludes the paper. 
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SENTIMENT ANALYSIS

The following sections describe the concept of sentiment analysis including pre-processing, 
sentiment analysis classification techniques, and evaluation models for multilingual 
sentiment analysis. 

Pre-processing 

Texts, especially in blogs, Twitter, and online chats are known to comprise various spelling 
errors, slang words, and multilingual words. Thus, pre-processing is important to remove 
irrelevant part of the texts, and to transform into a readable format to extract the sentiment. 
Some of pre-processing techniques in sentiment analysis are listed as follows (Dashtipour 
et al., 2016; Devika et al., 2016; Yadav & Elchuri, 2013). 

Tokenization. A process of splitting text into words, phrases or other important parts 
called tokens. Tokens are separated by whitespace, punctuation marks, and line breaks; and 
characters such as punctuation marks are usually removed during the tokenization process. 
Tokenization is considered relatively easy compared to other preprocessing techniques.

Stopword Removal. A process of discarding words that do not have significant meaning 
such as ‘a’, ‘of’, and ‘is’.

Stemming. A process of identifying the root of a specific word. For example, stemming 
puts variation of words such as ‘greatly’, ‘greatest’, and ‘greater’ to the root word ‘great’. 

N-gram Generation. A set of co-occurring words or letters taken from a body of text. The 
n-gram usually consists of bigram (n=2), for example, “honesty is”, “is the”, “the best”, 
or “best policy” and trigram (n=3) like “honesty is the”, “is the best” or “the best policy”. 

Lemmatization. A process of converting words to its initial form. Unlike stemming, 
lemmatization considers the context of the texts and translates the word into its relevant 
structure. For example, lemmatization would map the word ‘caring’ to the form of the word 
‘care’, whereas stemming would transform the word ‘caring’ to ‘car’.

POS (Part-of-speech) Tagging. A process of tagging a word in a text with its part of speech 
such as noun, verb, adverb, pronoun, preposition, and conjunction. 

Noise Removal. A process of excluding noise such as HTML tags, keywords, scripts, or 
advertisements.
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Normalization. A process of cleaning text and removing insignificant data such as word 
redundancy, spelling error, symbols, or tags.

Word Embedding/Text Vectors. A process to capture the similarities of words. In other 
words, it represents words in a coordinate system where related words, based on a corpus of 
relationships, are placed closer together. Word2Vec is the most common model for word 
embedding process. 

Capitalization. A process of converting all letters to lowercase. Capitalization preprocessing 
technique is important to be employed especially for Twitter since Twitter users commonly 
use uppercase to express their emotions in texts.

Negation. A process of reversing the text polarity. A negation word can influence the 
structure of the whole sentence. When negation words such as ‘no’, ‘not’, and ‘never’. 
appear in a text, it is important to identify the scope of negation, as the presence of negations 
sometimes does not indicate the negative polarity. 

Machine Translation. Several studies that adopt machine translation (to translate texts 
usually to English language) as a step to process texts and documents. Google Translate, 
Bing Translator, and Babylon translator are the most common machine translation tools 
used in sentiment analysis.

Sentiment Analysis Classification Techniques

Generally, the research on sentiment analysis is categorized into three approaches: machine 
learning, lexical based, and hybrid methods (Rajput & Solanki, 2016; Thakkar & Patel, 
2015; Bahrainian & Dengel, 2013).

Machine Learning (ML). A method to teach a machine to learn and process data 
more efficiently. In this method, algorithms are used to train the computer to identify 
complex patterns, usually in big data and provide a decision based on the input given. 
These algorithms generally can be divided into two groups: supervised and unsupervised 
learning. Supervised learning is a type of system where data scientist or supervisor guides 
the algorithms to produce the aimed output. On the other hand, unsupervised learning can 
learn and recognize the pattern without human guidance. Support Vector Machine (SVM), 
Naive Bayesian (NB), Artificial Neural Network (ANN), and k-means algorithm are the 
common techniques used in ML (Sabbeh, 2018; Michie et al., 1994).
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Lexicon Approach. A method that utilizes a predefined set of patterns, which is also 
known as sentiment dictionary or lexicon. Each data entry will be associated with sentiment 
orientation. For example, the word “great” is classified as positive sentiment word, and the 
word “bad” is classified as negative sentiment word. The sentiment classification for lexicon 
approach can be implemented either using dictionary-based or corpus-based approach. In 
dictionary-based approach, a dictionary which contains synonyms and antonyms of words 
are referred towards the opinion words from the texts. The dictionaries such as WordNet, 
SentiWordNet, SenticNet are usually used to classify the sentiment polarity of the words. 
Meanwhile, for corpus-based approach, the method works by relying on syntactic rules in 
large corpora. It provides a list of opinion words with relatively high precision of specific 
context (Hamouda & Rohaim, 2011; Esuli & Sebastiani, 2006).

Hybrid Method. The method combines the concept of machine learning and lexicon-based 
approach. The process generally started by analysing texts using lexicon-based approach. 
The produced results are then inserted into the machine learning as training data (Ardabili 
et al., 2019; Tsai & Wang, 2009).

Evaluation Methods

Evaluation methods are part of sentiment analysis proposals. There are many different 
evaluation models used for evaluating multilingual sentiment analysis. The most common 
evaluation models are as follows (Sokolova et al., 2006; Padmaja & Fatima, 2013): 

Accuracy. Predictions of how often classifier makes correction prediction. It measures the 
ratio of correct predictions over the total number of instances evaluated.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦=
𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒

Precision. Calculates the exactness of a classifier the consistency of the results when the 
measurements are repeated. It measures the positive patterns that are correctly predicted 
from the total predicted patterns in a positive class.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+ 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

Recall. Computes the number of positive class predictions made out of all positive examples 
in the dataset. It measures the fraction of positive patterns that are correctly classified. 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+ 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

F-measure/ F1-score. Provides a single metric that balances both of precision and recall 
in one number. It measures the mean value between recall and precision value.

𝐹1 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

SYSTEMATIC LITERATURE REVIEW

Appropriate guidelines have been followed to conduct this systematic literature review, 
particularly the guidelines for SLRs in Software Engineering by Kitchenham and Charters 
(2007). The systematic literature review includes the research questions, data sources and 
search strategy, study selection, inclusion/exclusion criteria, and quality assessment as 
shown in Figure 1.  

Research Questions

The research question addressed by this study is “What is the best sentiment analysis 
approach for multilingual sentiment analysis specific to English, Malay and Chinese? 

• What are the existing multilingual languages involved in sentiment analysis?
• Which pre-processing techniques are suitable to extract multilingual sentiment 

analysis?

Figure 1. A systematic literature review flow for multilingual sentiment analysis 

Step 1:
Research questions identification

Step 2:
Data sources and search strategy

Step 3:
Study selection

Step 4:
Inclusion/exclusion criteria

Step 5:
Quality assessment criteria

Step 6:
Result analysis and reporting
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• What sentiment analysis classification methods are available for multilingual 
domain?

• How to evaluate the sentiment analysis classification methods in multilingual 
sentiment analysis?

Data Sources and Search Strategy

The planning stage also involved enumerating data sources which we searched for studies 
or previous works and used to define the query strings that would be executed on those 
sources. The following digital libraries were selected to carry out the search process of 
this review: 

• IEEEXplore: http://ieeexplore.ieee.org/
• Science Direct: http://www.sciencedirect.com/.
• SpringerLink: http://www.springerlink.com/.
• ACM Digital Library: http://portal.acm.org/.
• Google Scholar: http://scholar.google.com/
We formulated the search terms using Population, Intervention, Contrast, and Outcome 

(Kitchenham & Charters, 2007). The following general search string was eventually used: 
“multilingual sentiment analysis” and (“pre-processing” or “lexicon-based” or “machine 
learning”).  Table 1 shows that our initial searches elicited 336 articles.

Table 1 
Search results

Digital Libraries Search Results
IEEE Explore 64
Science Direct 57
Springer Link 66
ACM Digital Library 18
Google Scholar 131
Total 336

Study Selection

We obtained 336 articles in the first search process. Since many articles did not provide 
sufficient information to answer the research questions, we performed another filtration 
steps as follows:

• Step 1: remove the duplicated articles obtained by authors and/or different libraries. 
• Step 2: apply inclusion and exclusion criteria to the candidate papers to avoid any 

irrelevant articles. 
• Step 3: apply the quality assessment rules to include the qualified articles that give 

the best answers to the research questions. 
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Inclusion/Exclusion Criteria

After removing the duplicated articles, we obtained 248 articles. Next, we adopted the 
following inclusion/exclusion criteria. We went through the abstract and body of each 
paper to ensure their relevance according to these criteria. Defining inclusion and exclusion 
criteria helped to clarify the boundaries of the study. 

The inclusion criteria:
• Primary studies published in journals, conferences, or workshop proceedings in 

the form of experiments, surveys, case studies, reports, and observation papers 
using multilingual sentiment analysis.

• Primary studies within the period from 2010 to 2019.
The exclusion criteria:
• Non-English publications
• Publications that did not include multilingual sentiment 
• Informal studies (unknown conferences or journals)
• Articles that were irrelevant to the research questions

Quality Assessment

Once we had selected several works based on inclusion and exclusion criteria (51 articles), 
we assessed the quality of the research they presented. Six Quality Assessment (QA) 
questions (Indajat et al., 2016; Maita et al., 2015) had been defined to assess the quality 
of the research of each proposal and to provide a quantitative comparison between them. 
The scoring procedure used was Yes (Y) = 1, Partly (P) = 0.5 or No (N) = 0. The quality 
assessment questions defined in this systematic literature review, are as shown in Table 2.

Table 3 presents the results of the quality assessment score of each article. Each study 
could obtain a score ranging from zero to six points.  Any study that awarded with a quality 
score three and lower was eliminated from the review. From the results, four articles were 
excluded since they did not satisfy the assessment criteria. There are 45 articles with grade 
four and higher that were considered as the resources for this review. The selected articles 
are listed in Table 4. 

RESULTS 

What are the Existing Multilingual Languages that involved in Sentiment 
Analysis?

A summary of results for research question RQ1 is presented in Tables 5 and 6. The results 
in Table 5 shows 31% (n=14) of selected studies used two languages in their proposed 
model, 27% (n=12) used three languages, 18% (n=8) used four languages, 13% (n=6) used 
five languages, 7% (n=3) used seven languages, and only 4% (n=2) used eight languages 
in their proposed method. 
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Table 2 
Quality assessment checklist

Item Assessment Criteria Score Description
QA1 Is there a clear statement 

in research aims?
0 No, aims are not described

0.5 Partially, aims are described but unclearly
1 Yes, aims are well described and clear

QA2 Does the pre-processing/
feature used in the study 
is clearly described?

0 No, the pre-processing/feature are not described 
0.5 Partially, the pre-processing/feature are described but unclearly
1 Yes, the pre-processing/feature are well described and clear

QA3 Does the study present 
a detailed description of 
the approach (classifier/
techniques)? 

0 No, details are missing
0.5 Partially, if you want to use the approach, you need to read the 

references
1 Yes, the approach can be used with presented details

QA4 Does the study present 
a detailed evaluation of 
the approach?

0 No, evaluation is missing
0.5 Partially, evaluation process is described but unclearly
1 Yes, the evaluation process is well described and clear

QA5 Is there a comparison 
with other approach?

0 No, comparison with other approach is missing
0.5 Partially, comparison is described but unclearly
1 Yes, the comparison with other approach is well described and 

clear
QA6 Is there a clear statement 

of the findings?
0 No, findings are not described

0.5 Partially, findings are described but unclearly
1 Yes, aims are well described and clear

Table 3 
Quality assessment score

No Author(s) QA1 QA2 QA3 QA4 QA5 QA6 Total Score
1 Pessutto et al., 2018  1 0.5 1 1 1 1 5.5
2 Pustulka-Hunt et al., 2018 1 1 1 1 1 1 6
3 Vilares et al., 2018 1 0 1 1 0 1 4
4 Wehrmann et al., 2018 1 1 1 1 1 1 6
5 Vīksna and Jēkabsons, 2018 1 0 0 0 0 1 2
6 Bhargava and Sharma, 2017 1 1 1 1 0 1 6
7 Becker et al., 2017a 1 1 1 1 1 1 6
8 Lo et al., 2017b 1 1 1 1 0 1 5
9 Tellez et al., 2017 1 1 1 1 1 1 6
10 Vilares et al., 2017 1 1 1 1 0 1 5
11 Lo et al., 2017a 1 0 0 0 0 1 2
12 Becker et al. 2017b 1 1 1 1 1 1 6
13 Karima and Smaili, 2016 1 1 1 1 0 1 5
14 Lu and Mori, 2017 1 1 1 1 1 1 6
15 Kaity and Balakrishnan, 2017 1 0 1 0 0 0 2
16 Patel et al., 2017 1 1 1 1 1 1 6
17 Rosenthal et al., 2017 1 0 1 1 0 1 4
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Table 3 (continue)

No Author(s) QA1 QA2 QA3 QA4 QA5 QA6 Total Score
18 Al-Shabi et al., 2017 1 0.5 1 1 1 1 5.5
19 Kaur et al., 2017 1 1 1 0 0 0 3
20 Deriu et al., 2017 1 1 1 1 1 1 6
21 Lo et al., 2016 1 1 1 1 1 1 6
22 Saravia et al., 2016 1 1 1 1 1 1 6
23 Araujo et al., 2016 1 0 1 1 1 1 5
24 Zhou et al., 2016 1 1 1 1 0 1 5
25 Pappas et al., 2016 1 0.5 1 1 0 1 4.5
26 Argueta et al., 2016 1 1 1 1 1 1 6
27 Shalunts and Backfried, 2016 1 0 1 0 1 1 4
28 Dadoun and Olssson, 2016 1 0.5 1 1 0 1 4.5
29 Balahur and Perea-Ortega, 2015 1 1 1 1 1 1 6
30 Nowson et al., 2015 1 1 1 1 0 1 5
31 Vilares et al., 2015 1 1 1 1 0 1 5
32 Shaluns and Backfried, 2015 1 1 1 1 1 1 6
33 Lin et al., 2014b 1 1 1 1 1 1 6
34 Balahur and Turchi, 2014 1 1 1 1 1 1 6
35 Cruz et al., 2014 1 1 1 1 1 1 6
36 Balahur et al., 2014 1 0.5 1 1 0 1 4.5
37 Abdel-Hady et al., 2014 1 0.5 1 1 0 1 4.5
38 Lin et al., 2014a 1 1 1 1 1 1 6
39 Erdmann et al., 2014 1 0.5 1 1 0 1 4.5
40 Volkova et al., 2013 1 0 1 1 0 1 4
41 Balahur and Turchi, 2013 1 1 1 1 0 1 5
42 Saad et al., 2013 1 1 1 1 1 1 6
43 Demirtas and Pechenizkiy, 2013 1 1 1 1 1 1 6
44 Balahur and Turchi, 2012a 1 1 1 1 1 1 6
45 Balahur and Turchi, 2012b 1 1 1 1 1 1 6
46 Tromp and Pechenizkiy, 2011 1 1 1 1 0 1 5
47 Cui et al., 2011 1 1 1 1 1 1 6
48 Gînscă et al., 2011 1 1 1 1 0 1 5
49 Steinberger et al., 2011 1 0 1 1 0 1 4

Table 4 
List of selected articles

Study ID Author (s) Digital Library Year
S1 Pessutto et al. IEEE 2018
S2 Pustulka-Hunt et al. IEEE 2018
S3 Vilares et al. IEEE 2018
S4 Wehrmann et al. Google Scholar 2018
S5 Bhargava, and Sharma IEEE 2017
S6 Becker et al. Science Direct 2017a
S7 Lo et al. Science Direct 2017b
S8 Tellez et al. Science Direct 2017
S9 Vilares et al. Science Direct 2017
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Table 4 (continue)

Study ID Author (s) Digital Library Year
S1 Pessutto et al. IEEE 2018
S2 Pustulka-Hunt et al. IEEE 2018
S3 Vilares et al. IEEE 2018
S4 Wehrmann et al. Google Scholar 2018
S5 Bhargava, and Sharma IEEE 2017
S6 Becker et al. Science Direct 2017a
S7 Lo et al. Science Direct 2017b
S8 Tellez et al. Science Direct 2017
S9 Vilares et al. Science Direct 2017
S10 Becker et al. Google Scholar 2017b
S11 Karima and Smaili Google Scholar 2016
S12 Lu and Mori Google Scholar 2017
S13 Patel et al. Google Scholar 2017
S14 Rosenthal et al. Google Scholar 2017
S15 Al-Shabi et al. Google Scholar 2017
S16 Deriu et al. ACM 2017
S17 Lo et al. Science Direct 2016
S18 Saravia et al. Springer Link 2016
S19 Araujo et al. ACM 2016
S20 Zhou et al. ACM 2016
S21 Pappas et al. ACM 2016
S22 Argueta et al. Google Scholar 2016
S23 Shalunts and Backfried Google Scholar 2016
S24 Dadoun and Olssson Google Scholar 2016
S25 Balahur and Perea-Ortega Science Direct 2015
S26 Nowson et al. Google Scholar 2015
S27 Vilares et al. Google Scholar 2015
S28 Shalunts and Backfried Springer Link 2015
S29 Lin et al. IEEE 2014b
S30 Balahur and Turchi Science Direct 2014
S31 Cruz et al. Science Direct 2014
S32 Balahur et al. Google Scholar 2014
S33 Abdel-Hady et al. Google Scholar 2014
S34 Lin et al. ACM 2014a
S35 Erdmann et al. Springer Link 2014
S36 Volkova et al. Google Scholar 2013
S37 Balahur and Turchi Google Scholar 2013
S38 Saad et al. Google Scholar 2013
S39 Demirtas and Pechenizkiy ACM 2013
S40 Balahur and Turchi ACM 2012a
S41 Balahur and Turchi Google Scholar 2012b
S42 Tromp and Pechenizkiy IEEE 2011
S43 Cui et al. Springer Link 2011
S44 Gînscă et al. ACM 2011
S45 Steinberger et al. Google Scholar 2011
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Table 5 
Number of languages supported in sentiment analysis

Number of 
Language Study ID Total %

2 languages S6, S7, S9, S11, S13, S14, S15, S24, S25, S27, S35, S38, S39, S42 14 31% 
3 languages S2, S12, S17, S18, S22, S28, S29, S30, S33, S36, S40, S44 12 27%
4 languages S4, S5, S10, S16, S23, S26, S41, S43 8 18%
5 languages S1, S3, S20, S31, S32, S37 6 13%
6 languages - 0 0
7 languages S19, S34, S45 3 7%
8 languages S8, S21 2 4%

The detail languages supported in the selected studies are shown in Table 6. From the 
results, we can conclude that 91% (n=41) applied a combination of English with other 
languages, 13% (n=6) applied a combination of English, Chinese and other languages, and 
only one article (S17) that included English, Chinese and Malay on multilingual sentiment 
analysis. Meanwhile, two studies (S3 and S13) were using the combination of English, 
Hindi, and other languages. 

Thus, from the literature review, we found out that none of the studies had catered the 
combination of languages for English, Chinese, Malay, and Hindi language on multilingual 
sentiment analysis.  This is an important finding because based on the social environment 
in Malaysia, major races use languages like English, Malay, and Chinese language. Hindi 
language is not used in Malaysia. Most of the Indians in Malaysia use Tamil language. 
However, there seems to be a lag in Tamil language use among the younger generation. The 
younger generation tends to converse in Malay and English more than Tamil (Paramasivam 
& Farashaiyan, 2016). 

Table 6
Languages used in the selected articles

Study ID Target Languages
S1 English, Spanish, Dutch, Russian, and Turkish
S2 English, German, and French
S3 Spanish, Italian, Portuguese, Chinese, and Hindi
S4 English, Spanish, German, and Portuguese
S5 English, Spanish, German, and French
S6 English and Portuguese
S7 English and Chinese (dialect)
S8 English, Spanish, German, Italian, Portuguese, Russian, Arabic, and Swedish
S9 English and Spanish
S10 English, Spanish, German, and Portuguese
S11 English and Arabic
S12 English, Chinese, and Japanese
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Table 6 (continue)

Study ID Target Languages
S13 English and Hindi 
S14 English and Arabic
S15 English and Arabic
S16 English, German, French, and Italian
S17 English, Chinese (dialect), and Malay
S18 English, Spanish, and French
S19 Spanish, German, French, Italian, Portuguese, Dutch, and Turkish
S20 English, Spanish, German, Portuguese, and Dutch
S21 English, Spanish, German, French, Italian, Chinese, Russian, and Turkish
S22 English, Spanish, and French
S23 English, Spanish, German, and Russian
S24 English and Swedish
S25 English and Spanish
S26 English, Spanish, Italian, and Dutch
S27 English and Spanish
S28 English, German, and Russian
S29 English, German, and French
S30 Spanish, German, and French
S31 English, Spanish, Catalan, Basque, and Galician
S32 English, Spanish, German, French, and Italian
S33 English, Spanish, and Portuguese
S34 English, Spanish, German, French, Italian, Chinese, and Dutch
S35 English and Japanese
S36 English, Spanish, and Russian
S37 English, Spanish, German, French, and Italian
S38 English and Arabic
S39 English and Turkish
S40 Spanish, German, and French
S41 English, Spanish, German, and French
S42 English and Dutch
S43 English, Spanish, German, and Portuguese
S44 English and Romanian
S45 English, Spanish, German, French, Italian, Czech, and Hungarian

Which Pre-processing Techniques are Suitable to Extract Multilingual Sentiment 
Analysis?

A quantitative summary of the results for research questions RQ2 is shown in Table 7. 
The results presented in Table 7 reveal that machine translation (49%) and tokenization 
(42%) were the most common preprocessing techniques in multilingual sentiment analysis; 
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this was followed by n-gram (33%), normalization (22%) and capitalization (20%). Next, 
POS tagging (18%), word embedding/text vectors (18%), lemmatization (16%), stemming 
(11%), noise removal (4%), and negation (4%). 

Table 8 shows several pre-processing techniques used for English, Chinese, Malay, 
and Hindi language. Among the articles that had focused on English language, tokenization 
was the most pre-processing technique used for English language (n=19), followed by 
machine translation (n=18), n-gram (n=13), normalization (n=10) and capitalization 
(n=9). Meanwhile, in Chinese language, tokenization (n=3), machine translation (n=3), 
word embedding/text vector (n=2), normalization (n=2) and capitalization (n=2) were 
the most preprocessing techniques used in the proposals. S17, the only proposal that 
focused primarily on the Malay language, had adopted tokenization, normalization, and 
capitalization in their proposed model. Lastly, S13 used n-gram and machine translation 
to process Hindi text. 

Based on Table 8, the pre-processing techniques, which are commonly used for 
multilingual sentiment analysis, include tokenization, normalization, and capitalization. 
These three pre-processing techniques are used to extract the sentiment in the multilingual 
languages like English, Chinese and Malay.  However, for the combination of languages 
that include English, Chinese and Hindi, the suitable pre-processing techniques are N-gram 
and machine translation.

Table 7 
Pre-processing technique in sentiment analysis

Processing Study ID Total %
Tokenization S1, S2, S4, S6, S12, S15, S16, S17, S18, S20, S22, S24, S25, 

S26, S32, S34, S37, S43, S44
19 42% 

Stop word removal S5, S7, S8, S11, S15, S29, S31, S43 8 18%
Stemming S5, S8, S11, S15, S28 5 11%
N-gram S2, S9, S12, S13, S15, S26, S27, S30, S32, S33, S38, S39, S40, 

S41, S44
15 33%

Lemmatization S9, S11, S20, S26, S27, S31, S44 7 16%
POS tagging S5, S9, S11, S20, S26, S27, S42, S43 8 18%
Noise removal S7, S35 2 4%
Normalization S12, S17, S18, S22, S25, S26, S32, S37, S43, S44 10 22%
Word Embedding / 
Text Vectors

S1, S4, S5, S10, S12, S16, S21, S30 8 18%

Capitalization S1, S2, S12, S16, S17, S25, S28, S37, S44 9 20%
Negation S8, S28 2 4%
Machine translation S3, S13, S15, S19, S20, S21, S23, S24, S25, S26, S30, S32, 

S33, S34, S35, S36, S37, S39, S40, S41, S43, S45
22 49%
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What Sentiment Analysis Classification Methods are Available for Multilingual 
Domain?

Table 9 shows a quantitative summary of the results for research questions RQ3. From the 
results in Table 9, machine learning (51%, n=23) was the most common sentiment analysis 
technique for multi-language; followed by lexicon (38%, n=17) and hybrid technique 
(11%, n=5). 

From the results in Table 10, we can conclude that machine learning was the leading 
sentiment analysis technique for English language (n=21), followed by lexicon (n=16) and 
hybrid technique (n=4). Meanwhile, machine learning, lexicon-based, and hybrid method 
were equally adopted by two articles as the sentiment analysis method for the Chinese 

Table 8 
Number of preprocessing techniques used for English, Chinese, Malay and Hindi language

Pre-processing English Chinese Malay Hindi
Tokenization S1, S2, S4, S6, S12, S15, S16, S17, S18, S20, S22, 

S24, S25, S26, S32, S34, S37, S43, S44
S12, S17, 

S34
S17 -

Total: 19 3 1 0
Stopword 
removal

S5, S7, S8, S11, S15, S29, S31, S43 S7 - -
Total: 8 1 0 0

Stemming S5, S8, S11, S15, S28 - - -
Total: 5 0 0 0

N-gram S2, S9, S12, S13, S15, S26, S27, S32, S33, S38, 
S39, S41, S44

S12 0 S13

Total: 13 1 - 1
Lemmatization S9, S11, S20, S26, S27, S31, S44 - - -

Total: 7 0 0 0
POS tagging S5, S9, S11, S20, S26, S27, S42, S43 - - -

Total: 8 0 0 0
Noise removal S7, S35 S7 - -

Total: 2 1 0 0
Normalization S12, S17, S18, S22, S25, S26, S32, S37, S43, S44 S12, S17 S17 -

Total: 10 2 1 0
Word 
embedding/
text vector

S1, S4, S5, S10, S12, S16, S21 S12, S21 - -
Total: 7 2 0 0

Capitalization S1, S2, S12, S16, S17, S25, S28, S37, S44 S12, S17 S17 -
Total: 9 2 1 0

Negation S8, S28 - - -
Total: 2 0 0 0

Machine 
translation

S13, S15, S20, S21, S23, S24, S25, S26, S32, S33, 
S34, S35, S36, S37, S39, S41, S43, S45

S3, S21, 
S34

- S13

Total: 18 3 0 1
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language. For Malay language, S17 had used the hybrid technique in the proposed model, 
while the Hindi language had adopted machine learning and lexicon-based approach. 

Based on Table 10, the sentiment analysis classification technique for multilingual 
sentiment that involves English, Chinese, and Malay is hybrid sentiment analysis. The 
hybrid sentiment analysis processes include the localized language analysis, unsupervised 
topic clustering, and followed by the multilingual sentiment analysis. Meanwhile, for the 
combination of languages that includes English, Chinese and Hindi, the classification 
techniques can be either machine learning or lexicon-based techniques. 

How to Evaluate the Sentiment Analysis Methods in Multilingual Sentiment 
Analysis?

A quantitative summary of the results for research questions RQ4 is presented in Table 11. 
The results described that accuracy (36%, n=16) was the most common evaluation model 
for multilingual sentiment analysis, followed by precision (22%, n=10). In contrast, recall 

Table 9 
Methods for multilingual sentiment analysis 

Sentiment Analysis Study ID Total %
Machine learning S1, S2, S4, S6, S7, S8, S9, S10, S12, S13, S15, S18, S25, 

S26, S27, S29, S30, S32, S37, S39, S40, S41, S44
23 51%

Lexicon S3, S11, S14, S16, S20, S21, S22, S23, S28, S31, S33, 
S35, S36, S38, S42, S43, S45

17 38%

Hybrid S5, S17, S24, S19, S34 5 11%

Table 10 
Summary of sentiment analysis methods for English, Chinese, Malay and Hindi language

Language Sentiment Analysis StudyID Total
English Machine Learning S1, S2, S4, S6, S7, S8, S9, S10, S12, S13, S15, S18, S25, 

S26, S27, S29, S32, S37, S39, S41, S44
21

Lexicon S11, S14, S16, S20, S21, S22, S23, S28, S31, S33, S35, 
S36, S38, S42, S43, S45, 

16

Hybrid S5, S17, S24, S34 4
Chinese Machine learning S7, S12 2

Lexicon S3, S21 2
Hybrid S17, S34 2

Malay Machine Learning - 0
Lexicon - 0
Hybrid S17 1

Hindi Machine Learning S13 1
Lexicon S3 1
Hybrid - 0
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(20%, n=9) and F-measure (16%, n=7) were found to have the lowest number of articles 
used for the evaluation process. 

Table 12 illustrates the evaluation model used for English, Chinese, Malay, and Hindi 
language. According to the results, we can summarize that accuracy is the most common 
evaluation model for English language (n=16). Instead, for Chinese language, precision 
and recall are employed to evaluate S7 and S17. Malay language in S17 had also used 
precision and recall model, while S13 had used accuracy model for the Hindi language.

Based on Table 12, to evaluate the sentiment analysis methods for multilingual 
sentiment in English, Chinese, and Malay, the evaluation models include precision and 
recall. For English, Chinese, and Hindi, the evaluation model is more on the accuracy.

Table 11 
Evaluation model for multilingual sentiment analysis

Evaluation Criteria Study ID Total %
Precision S2, S5, S7, S17, S18, S33, S35, S36, S44, S45 10 22%
Recall S2, S5, S7, S14, S17, S32, S33,S36, S45 9 20%
F measure/ F1 score S6, S10, S16, S32, S33, S36, S43 7 16%
Accuracy S2, S4, S10, S12, S13, S14, S18, S22, S27, S29, S31, S34, 

S37, S38, S39, S43
16 36%

Table 12 
Evaluation model for English, Chinese, Malay, Hindi and Arabic language

Language Evaluation Model Study ID Total
English Precision S2, S5, S7, S17, S18, S33, S35, S36, S44, S45 10

Recall S2, S5, S7, S14, S17, S32, S33, S36, S45 9
F measure/ F1 score S6, S10, S16, S32, S33, S36, S43 7
Accuracy S2, S4, S10, S12, S13, S14, S18, S22, S27, S29, S31, S34, 

S37, S38, S39, S43
16

Chinese Precision S7, S17 2
Recall S7, S17 2
F measure/ F1 score - 0
Accuracy S12, S34 2

Malay Precision S17 2
Recall S17 2
F measure/ F1 score - 0
Accuracy - 0

Hindi Precision - 0
Recall - 0
F measure/ F1 score - 0
Accuracy S13 1
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From the literature, there is an issue in terms of the evaluation model selected for the 
analysis process. There is no specific approach to evaluate sentiment analysis specifically 
for multilingual. It means the evaluation model is selected without academic justification 
and the evaluation criteria are solely decided by the researcher (Alsaeedi, 2009). Although 
these evaluation models are broadly applied in practices, it is important to find a set of 
generic evaluation criteria in which they are capable to accommodate various languages 
without producing biases towards given datasets.  

DISCUSSION

The growth of the internet and social media has given users to share their thoughts and 
opinions on all kinds of topic in different languages. Sentiment analysis in only one language 
could increase the risks of missing important information if the texts are written using a 
combination of other languages. Furthermore, most research on sentiment analysis focuses 
on text written in English, and there is a significant lack regarding the information sources 
for other languages. Consequently, most of the resources, such as sentiment lexicons and 
corpora, have been developed for the English language. An effective sentiment analysis 
approach should be able to handle a variety of languages so that it could easily detect the 
content or specific word in different languages and improves the overall classification of 
sentiment in the data. 

While increasing effort has been made in creating resources for other formal languages, 
there are not many resources available when it comes to languages that are not commonly 
used in informal communication. It is well-known that different languages have their unique 
way of expression; for example, in S17, Singaporeans generally speak and write in English 
with some Chinese dialects and Malay language; which are certainly mixed with informal 
languages. Thus, it is important to note that, future research should not only cater to formal 
multilingual texts, but it should be possible to process texts in informal representation too. 

Preprocessing method plays an important role to extract the relevant content and 
eliminate unnecessary words. From the analysis, machine translation is the most common 
preprocessing technique in multilingual sentiment analysis, followed by tokenization. The 
performance of machine translation systems such as Google Translate and Bing Translator 
has proven effective to provide accurate translation for most spoken languages. Machine 
translation, however, occasionally faced problems where it does not fully translate the texts, 
which can bring the risk of missing relevant content in texts (Balahur & Turchi, 2012a; Al-
Kabi et al., 2013). Whereas tokenization is generally considered as an easy preprocessing 
technique compared to other techniques, however, it is important to note that tokenization 
process can be hard to implement to the text that does not have any whitespace or other 
characters. Some of the languages are classified as space-delimited; by means, the words 
are separated from each other’s blank space, while languages such as Chinese, Japanese 
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and Thai are referred as unsegmented word, where the languages do not have particular 
boundaries (Wang et al., 2017). Tokenization of unsegmented language can be difficult and 
would require additional technique or procedure. For example, instead of tokenized words 
using Chinese characters, S7 and S17 adapt the romanization of Chinese words to execute 
the tokenization process. Hence, researchers need to identify properly which preprocessing 
technique is suitable to process their target languages. 

In terms of sentiment analysis technique, machine learning approaches for multi-
language have been extensively studied due to their capability to adopt a variety of 
preprocessing techniques and features. Machine learning techniques like Naïve Bayes (NB), 
Support vector machine (SVM) and K-nearest neighbor (KNN) have been proven achieved 
great success in sentiment analysis. Among 23 literatures, S6, S13, S15, S29, S39 and S44 
have adopted NB classifier in the proposal. The advantage of the Naïve Bayes classifier 
is that it requires a small amount of training data to estimate the parameters necessary for 
classification. However, empirical finding (Alsaleem, 2011; Hadi et al., 2010) indicated 
that SVM approaches are performed better compared to NB approach for multilingual 
sentiment analysis. Support vector machines (SVMs) are one of the classification methods 
that are well-known to be more accurate; thus, studies such as S6, S8, S12, S13, S15, S25, 
S30, S32, S37, S39, S40, and S41 have used SVM method in their proposal. Meanwhile, 
S13, S15, and S29 adopted KNN in their proposal. This method was said to be effective 
and easy to be implemented for multiple languages (Baro et al., 2019). 

Choosing the right evaluation models is particularly important since the selection of 
the techniques can produce a potential positive or negative bias towards measuring the 
sentiment analysis characteristics. The analysis shows that accuracy is the most common 
method to measure the performance of sentiment analysis proposals due to its simplicity 
and straightforward process in generating the results. However, it should be noted that using 
accuracy model alone could be insufficient to ensure the results can be used solely as the 
indicator since it only yields a single number without describing the types of errors occur 
during the evaluation process. In addition, accuracy is highly affected by the imbalance 
number of instances in different classes (Dinsoreanu & Bacu, 2014; Al-Azani & El-Alfy, 
2017). Thus, a combination of other evaluation models such as accuracy and precision, or 
accuracy and f-measure could draw the right conclusions on the performance of sentiment 
analysis models.

CONCLUSION

This paper has presented a systematic literature review of articles from 2010 to 2019, 
covering the aspects of common languages supported in multilingual sentiment analysis, 
pre-processing techniques, sentiment analysis approaches, and evaluation model that have 
been used to multilingual sentiment analysis. We have identified 45 primary studies that 
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are related to the four research questions (RQs) in this review. A vast majority (31%) of the 
45 articles include two languages multilingual sentiment analysis, and most of the studies 
(91%) introduced a combination of English with other languages (RQ1). The most preferred 
preprocessing technique for answering RQ2 is machine translation (49%), followed by 
tokenization (42%). Overall, 51% of articles used machine learning as the method in 
multilingual sentiment analysis (RQ3), and finally, it is found that most of articles (36%) 
are likely to use accuracy to evaluate their proposed method (RQ4). 
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 ABSTRACT
Internet of Things (IoT) is a computing concept facilitating the management of collaborative 
activities from one central area. Millennial learners, growth in enrolment numbers in 
universities, and the need for equity and quality learning necessitate the use of IoT 
technologies in education. The focus of this paper is to examine IoT implementations 
in learning institutes, their application areas, the themes presented, the models and 
methodologies used, and the benefits. This study concentrated on publications from 
2008 to 2017. The outcomes revealed that the utilization of IoT for tracking and tracing 
a learner’s attendance had been one of the application areas of IoT in education. This 
study further categorized the papers and presents novel research opportunities based on 
concentrated themes and areas that had not been fully exhausted. Most research studies 
employed qualitative methods, with a few utilizing a quantitative approach with surveys. 
Research themes exhibited a shortcoming in other important themes, such as the models and 
methodologies used for implementing IoT. Finally, the results of this study agree that IoT 

implementation could help solve some issues 
in learning institutions like equity and quality 
learning. The results from this research also 
provide a base for future research works 
on the successful implementation of IoT in 
learning institutions.

Keywords: Adoption, information technology, 

intention, IoT, learning institutions
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INTRODUCTION

Integrating information and communication technologies in education has altered the 
learning environment (Albion et al., 2015), resulting in several changes and various 
improvements (Uzelac et al., 2015). The advancement of new technologies is as a result of 
the Industrial Revolution (IR) 4.0 (Hussin, 2018). The expansion is guided by the advent 
of artificial intelligence, the internet of things, and robotics, among others. The aim is to 
align people and technologies for any upcoming possibilities. 

Internet of Things (IoT) utilization has taken root in several aspects of life including 
smart homes, factories, cities and learning surroundings (Chin & Callaghan, 2013; Marquez 
et al., 2016; Uskov et al., 2016). More citations are in Appendix A. IoT projects have been 
embarked upon to expand technologies like social networking and email, among others 
(Want et al., 2015). This has been made possible by enabling IoT in objects to disseminate 
information (French & Shim, 2016). As users’ needs grow, innovative applications are 
being presented to track, control and automate peoples’ activities everywhere (Asghari 
et al., 2019). For learners and instructors, the aim is to provide personalized services in 
pedagogy to create an intelligent environment (Bagheri & Movahed, 2016; Bandara & 
Ioras, 2016; Kamar et al., 2016). 

IoT utilizes numerous subcomponents from different gadgets to attain the intelligent 
surrounding (Uzelac et al., 2015). It also employs diversified gadgets to provide consistent 
data dissemination (Kamar et al., 2016). Being an internetwork, IoT is significant 
technologically, physically, and largely in the socioeconomic surroundings (Krotov, 2017). 
Furthermore, the outfitting of a Wi-Fi facility, connected lecture halls, telecasting conference 
amenities, online repository, and several improved applications are for educating better 
leaners (ur Rahman et al., 2016). 

In the current world, the educational climate revolution has led to an introduction of 
various modern kinds of learning and innovations (Bandara & Ioras, 2016). This has inspired 
the learning institutions to establish methods that can support learners and their growth 
using the current instruction techniques (Njeru et al., 2017). With the implementation of 
IoT in various environments, the main focus is to reshape every organization’s operations, 
its objectives and policies (Onyalo et al., 2015). IoT aims to use heterogeneous networks to 
permit millions of people, places and things to participate (Hsu & Lin, 2018). In learning, 
the main objective is permitting physical space interactivity, to allow transmission of 
information or to enable learning (Veeramanickam & Mohanapriya, 2017). Hence, IoT 
needs to provide learner support in areas of personalized learning, interactivity, mobility, 
and also accessibility (Bagheri & Movahed, 2016; Farhan et al., 2017; Moreira et al., 
2018). It can also lower the education costs and provision for quality education resources 
as compared to the existing channels (Bagheri & Movahed, 2016; Roy et al., 2016).
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The most significant trial in education is the implementation of open, cheaper and 
quality guided global training environments (Jeffords et al., 2014). This comes amidst 
several hindrances in education that, if eliminated, would provision for access and 
immensely reduce the education costs (Aldowah et al., 2017). Hence, for the survival 
of institutions in the present era, there is a need for significant tools to impart better 
pedagogical actions to technology-savvy learners (Baker et al., 2016).

The key concentration areas of IoT applications have been smart cities, smart living, 
smart homes, smart health, smart security, and other approaches. For instance, the use 
of IoT in Smart homes (Stojkoska & Trivodaliev, 2017), IoT applications in Agriculture 
(Gómez-Chabla et al., 2019) for a clear perspective on IoT innovations, IoT in agro-
industrial and environmental fields (Talavera et al., 2017) showing IoT utilization 
(monitoring, control, prediction, and logistics), IoT applications in healthcare (Ahmadi 
et al., 2019) showing various directions of IoT architecture in healthcare, IoT utilization 
in food safety (Bouzembrak et al., 2019), IoT for smart cities (Mijac et al., 2017) which 
reveals the infancy of IoT, and finally, IoT and supply chain management (Ben-Daya et 
al., 2019), which indicate gaps in frameworks and models in the supply chain. Apart from 
the mentioned, IoT has been speculated to enhance learning beyond the classroom area 
(Aldowah et al., 2017; Roy et al., 2016).

Nowadays, learners need to access education in a cheaper way while they are away 
from their study environments. Using gadgets that can allow anywhere and anytime access 
for learners can somehow overcome the aforementioned difficulties. IoT technologies, by 
supporting the learning process, can lower the cost for institutions (Bagheri & Movahed, 
2016), ease resource sharing and also expand the quality of teaching (Farhan et al., 2017).

Looking at this area, there are several papers that have evaluated aspects of IoT in 
education, the significance and benefits, and correlated technologies. To the best of the 
researcher’s knowledge as per this study, there is a lack of reviews addressing models and 
methodologies for implementing IoT in education. Hence, this paper presents a complete 
review of IoT models and theories in the context of learning from 2008 to 2017. In execution 
of the objective of this research, three research inquiries are presented below:

i. What are the predominant investigations on IoT, and the research concepts already 
described?

ii. What are the dominant models and theories employed in the study?
iii. What key constraints and omissions are found in IoT investigation?

For this exploration, the review is organized as follows: Section 2 studies the method 
employed for review including the protocol used, and the inclusion and exclusion criteria. 
Section 3 illustrates the data synthesis and extraction, and highlights publication sources. 
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Additionally, the distribution of articles as per publication year is presented. Section 
4 demonstrates the results, including the benefits and methodologies. Lastly, section 5 
discusses the conclusion. 

RELATED STUDIES

This subsection cross-examines similar reviews in IoT implementation in learning 
environments. The objective is also to bring out the importance of IoT in learning 
environments. Additionally, it purposes to show the extent of IoT implementation in the 
learning context. 

An exploration was conducted on IoT in education by Ramlowat and Pattanayak 
(2019). It examined benefits of IoT and its implementation in different areas of education, 
for instance distance studies, medical studies, computer science studies, among others. 
The paper also discussed the application areas of IoT apart from education. Another study 
was undertaken to review IoT smart campuses and their implementation (Zhamanov et 
al., 2017). The study brought out the significance of IoT in flipped classes and gave a 
comparison of it with the traditional methods. A different research looked at IoT and Big 
Data (Kusuma & Viswanath, 2018). The researcher examined the significance of IoT and 
Big Data in eLearning environments, and various eLearning procedures. A review on IoT 
in education was done by (Kassab et al., 2020), concentrating on benefits and challenges of 
incorporating IoT in educational areas and the curriculum. It also highlighted the challenges 
hindering deployment of IoT, which were security, human issues, and scalability.

Incorporating IoT in learning environments is a promising solution to overcome 
difficulties linked with high enrolment numbers and attaining equity. Accordingly, designing 
a university campus with the incorporation of technology boosts the learner experience 
(Aldowah et al., 2017). For instance, IoT has been utilized as a base for lifelong learning 
with Radio Frequency Identification (RFID and Near Field Communication (NFC) (Gómez 
et al., 2013) and also through learning analytics (Cheng & Liao, 2012). IoT has also been 
employed for underprivileged students in rural areas with sensors and wireless connections 
(Pruet et al., 2015). The outcome was an improved learner experience. 

IoT has been incorporated in teaching and learning through pervasive technology (Chin 
& Callaghan, 2013). This contributed to an enhancement in the governing of campuses, 
while providing an effective delivery system for learning materials. IoT has been employed 
to enhance learning through data mining for efficient and effective online teaching and 
learning (Njeru et al., 2017). IoT has been applied to educational business models (Bagheri 
& Movahed, 2016), leading to minimizing the cost of firms, lowering time wastage, and 
bringing comfort to learners and educators. It eliminates the need for dedicated security 
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personnel by utilizing sensors and mobile gadgets. Finally, IoT has also been employed 
in vocational and university education due to its many benefits (Kortuem et al., 2013).

Hence, regarding the previous studies, this research explores uncovered areas 
through a comprehensive review. For instance, from the reviews undertaken, models and 
methodologies for adoption are minimally explored. Besides, implementations of IoT in 
learning have been maximally utilized. 

REVIEW METHOD

Systematic literature inquiry is a methodical thorough analysis (Brereton et al., 2007). It 
is not about the aggregation of every available affirmation on a research inquiry. However, 
it aims to aid the creation of evidence-based suggestions for professionals. Research 
conducted by Kitchenham  (2004) brought out the below mentioned points for performing 
similar evaluations:

• To give a summary of the already available evidence about technology. For instance, 
summarize pragmatic indicators of the advantages, inclusive of shortcomings of 
some definite procedure.

• To bring out any omissions in the latest explorations and to give suggestions for 
any supplemental investigations.

• For the provision of background to correctly place emerging research activities.

Conducting systematic literature reviews entails several discrete activities undertaken 
in three phases: planning, conducting the review, and reporting the review (Brereton et al., 
2007). Furthermore, the steps mentioned are broken down into specific processes. They 
include: one, affirming the research inquiry; two, establishing a review protocol; three, 
validating the review protocol; four, identifying the appropriate research; five, determining 
paramount studies; six, evaluating the quality of the investigation; seven, extraction of 
required data; and eight, synthesizing the data.  

Review Protocol

A review protocol outlines how a specific systematic review will take place to minimize 
researcher biases. It encompasses the rationale for the survey, investigation inquiries to be 
reported by the reviewer, the procedure to search the primary studies, procedures including 
the criteria for the study selection, quality assessments checklists for individual studies 
assessment, data extraction, and extracted data synthesis (Kitchenham, 2004). Figure 1 
shows the selection process utilized in this research.
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Inclusion and Exclusion Criteria

This section ensures that the applicable analyses are utilized in the review procedure. 
To cover most of the relevant studies, papers were searched by querying different digital 
libraries. The purpose of this study is to understand the status of IoT in learning institutions. 
The procedure details examining published articles with future directions on the trends in 
this research area. Full papers written in English, published from 2008 to 2017 from peer-
scrutinized reports, journals, book chapters, conference proceedings, and symposia reports 
were well-reviewed. The aim was to disqualify insignificant papers. A total of 200 journals 
were searched. A sum of 148 research papers was selected from the journals, conference 
proceedings, white papers, and articles. Table 1 recaps the basis. 

Figure 1. Paper selection process
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Table 1
Inclusion and exclusion measure

Inclusion measure Exclusion measure
Published from 2008 to 2017 External to IS research field
Papers that can be accessed full text Papers with no access to the full text
Written in English Not in English
Directly or indirectly answers the research 
question

Lacks the relationship to the defined 
research inquiries of the study 

Papers with no direct term IoT but should 
address smart learning, smart education, IoT 
technologies used and focus on ubiquitous 
computing

Papers representing at least one key 
concepts (IoT, IoT adoption, IoT in 
learning, smart learning, smart education, 
IoT technologies among others) but not 
considering the term adoption

Papers proposing a model, a method, 
or methodology for adopting IoT and 
proposing practice mechanism

Papers with at least one of the concepts 
(method, model, methodology) but not 
considering learning domain

Published in the selected database Publications that lacked a link to the 
inclusion criteria

Search Strategy

An orderly search starts with deducing keywords and search terms built from the study 
scope, literature, and discussions by the review team (Tranfield et al., 2003). The relevant 
strings for the search are then decided upon. The search strategy is thereafter relayed 
exhaustively to allow for future replication of the exploration. The examination procedure 
consists of manual and automatic stages. The automatic stages recognized studies related 
to IoT. In this study, the review was done from Scopus, Science direct, Taylor & Francis 
Online, Springer, and Web of Science journals like Computer Communications journal, 
International Journal of Development Research, Ad Hoc Networks and Wireless personal 
communications, Future generation computer systems, IEEE transactions on Industrial 
Informatics journal and others. Moreover, studies from conferences were also included 
(for instance ACM International Conference on Advances in Social Networks, enabling 
technologies: infrastructure for collaborative enterprises, Annual computer software and 
Applications conference, Applied System Innovation (ICASI)) for the study. Besides these, 
unpublished studies, conference proceedings, industry trials and even the internet material 
were considered. However, the key output of the research was a whole list of articles and 
papers where the review was grounded. Hence, the manual search process detailed the 
specific conference proceedings and journal papers from the year 2008. 
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Chosen journals encompassed either literature surveys or empirical research 
experiments. They also needed prior utilization as sources for other similar studies linked 
to information systems. Every journal or conference proceeding underwent review. 
Studies with a concentration on different literature surveys were recognized to be possibly 
applicable. All the papers were searched by applying the inclusion and exclusion criteria. 
The study was performed based on the following keywords: “IoT”, “Internet of Things”, 
“smart learning”, “WSNs”, RFIDs”, “smart education” and “Internet of Things adoption” 
in the electronic journal databases. 

Study Selection Process

At this stage, the choice of the suitable material for this literature review was done, as shown 
in Figure 2. The main search was performed via the search stream. It yielded 148 research 
papers using an automatic search method. Then, based on the inclusion and exclusion 
measure from the abstract and the close section of every paper, 64 papers were disqualified. 
A further manual scan was done, eliminating 18 more papers outside the specified criteria. 
Following this, a full scan was performed for the rest of the studies founded on the exclusion 
criteria. Manual steps were utilized to check any missing reports. Finally, a total of 49 
papers were selected as the primary data. Thereafter, the classification by year and type of 
publication (journal article, conference proceedings) was done. 

Figure 2. Study selection procedure
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Quality Assessment

The quality assessment procedure outlines how to attain minimal biases with maximum 
internal and external validation (Brereton et al., 2007). This section aims to check the 
universal quality of the identified research articles. The full quality measure is in Appendix 
C. The four criteria about this study are:

QA1: Whether the topic in this article is related to IoT
QA2: If the research methodology is well outlined in this article
QA3: Whether enough illustration is provisioned for the setting where the study took 

place
QA4: If there is comprehensible information about the research intents

Each paper was assessed and later allocated a score of either high, medium, or low-
quality level. A mark of 2 was allocated to the articles that attained the measure. A mark of 
1 was given to those that partially satisfied the criteria while a mark of 0 was allocated to 
those that did not satisfy the criteria. High-quality papers scored a value of at least 5 and 
above, a score of 4 was given to a medium rated paper, and low to those whose score was 
below 4. As a result, 14 papers that did not meet the full criteria were removed from the 
list. Overall, the study chose 49 papers. From Figure 3, it can be seen that a good number 
of papers (62%) got a high score following these criteria, with 30% getting a medium score 
and 8% getting a low score.  

High, 62%

Medium, 30%

Low, 8%

High Medium Low

Figure 3. How studies are distributed
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DATA EXTRACTION AND SYNTHESIS

To minimize errors and biases, data extraction forms are used in systematic reviews 
(Tranfield et al., 2003). They specify the general information, study aspects with other 
definite details, and emerging themes together with details of synthesis. Research synthesis 
entails making a summary, integrating, and accruing the outcomes of various studies on a 
concern. Here the main objective was getting a data extraction form to accurately record 
information from preliminary studies. The required details were extricated via endnote and 
Microsoft Excel spreadsheets. The extracted details are as shown in Table 2. 

Table 2
Extraction of data from main studies

Extracted data Detail

Article ID Unique paper recognition 

Writer and publishing Date Author names and the publication year (2008-2017)

Article title Paper name during a search

Article Subject Objectives a paper address

Theory/Framework Adopted theory/framework

Data gathering technique Like a survey, experiment, observation, among 
others.

Data analysis process A qualitative, quantitative, or mixed method

Group
Origin

A description like benefits, adoption, strategies, 
among others
Journal, book chapter, conference proceedings, 
among others

Publication Source Overview

Overall, 49 papers were chosen for the study (Appendix B), which included 45 articles 
from journal studies and 4 from conference studies. The earliest report was produced in 
2010. Figure 4 shows the chosen articles from 2008 to 2017 by category type. 

Temporal Outlook of the Publication

As per Figure 4, the extracted items concentrated on internet, things, IoT, learning, 
management, computing, education, technology, innovation adoption and learning, among 
others. Figure 5 shows how the articles were distributed. This study found little research 
on IoT adoption, more specifically centred on education from 2008 to 2010, with more 
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publications from 2014 to 2017. This shows that the concept of IoT began recently, and it 
is still not fully exhausted. 

Figure 5. Distribution of articles 

Figure 4. Weighted focus

0 0
1

0 0
1

2

0
1

0

3

6

8
6

6

15

0

2

4

6

8

10

12

14

16

2010 2011 2012 2013 2014 2015 2016 2017

o
u
t
c
o
m
e

Yrea of conference/journal

Chart Title

Journal publications

Conference outcomes



Ruth Chweya and Othman Ibrahim

482 Pertanika J. Sci. & Technol. 29 (1): 471 - 517 (2021)

Citation Count

Table 3 shows that some of the chosen studies exhibited an elevated impact and some, a low 
impact. The statistics were obtained from Google Scholar and they show rough evidence 
on the paper citations. Likewise, there are not many studies that have been done on IoT 
in learning institutions before 2017. There are low rates in terms of adoption for learning 
institutions. About 12 studies have a citation count of more than 100, with the rest falling 
below 100. As low as 10 articles were cited as low as 10 times. One study lacked a citation. 
Conversely, as per this study, most of the papers have been published from 2015 and it is 
expected of them to have low citation count.

Table 3
Citation count

STUDY_ID Study Title Citations
I2 The Internet of Things: A survey 9826
I14 IoT: A perception, structural facets, and future 

requirements 57962

I23 The Internet of things vision: Key features, 
applications, and open issues 2362

I36 An authentication model for Internet of things clouds 1739
I41 Context aware computing for the Internet of Things: A 

survey 1731

I17 IoT: utilization, investments, and issues for enterprises 590
I10 A recap of IoT for individuals having impairment 380
I7 A vision of IoT: Applications, challenges, and 

opportunities with China perspective 304

I33 Enabling the internet of things 297
I46 Upcoming Internet of Things: open pitfalls and trials 138
I45 A blended view on the elements affecting consumer 

acceptance of IoT technology 121

I15 Educating the Internet-of-Things generation 111
I19 Developing a theoretical framework of strategic 

decision, to support ability and details dissemination 
under Internet of Things

96

I42 Why are not organizations adopting virtual worlds 92
I37 IoT grounded Smart environments: state of the Art, 

Taxonomy, and open investigations problems 85
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Table 3 (Continued)

STUDY_ID Study Title Citations
I13 Interaction structure grounded on IoT as a pillar for 

Education
75

I43 A socio-technical structure for IoT blueprint: An 
individual engrossed blueprint for IoT

75

I12 An evaluation on Internet-of-Things 74
I35 A research structure for smart education 71
I38 Opportunistic IoT: Exploring the social side of IoT 55
I48 A study of the institutional forces influencing the 

adoption intention of RFID by suppliers
54

I6 Evolution is not enough: Revolutionizing current 
learning environments to smart learning environments

40

I49 Aspects of RFID adoption level with identified value 38
I27 IoT: being prepared for what is coming 38
I8 Smarter Universities: A vision for the fast-changing 

digital era
37

I25 A strategical process using IoT Smart data pricing 
models 

36

I29 Conceptualizing and measuring quality of experience 
of the internet of things: Exploring how quality is 
perceived by users

33

I32 The growth of next generation bar code-RFID embrace 32
I40 Building trust in the Human-Internet of Things 

relationship
26

I44 IoT Business models 26
I24 Adoption of Internet of Things in India: a test of 

competing models using SEM
25

I16 The Internet of Things plus current business 
opportunities

25

I34 An integrated framework for RFID adoption and 
diffusion

22

I3 The result of IoT on Educational Business design 22
I11 IoT based student’s interaction framework employing 

attention scoring assessment in e-learning
16

I30 Understanding the Internet of Things ecosystem: multi-
level analysis of users, society, and ecology

14

I21 Establishing a unified model for RFID expansion 13
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Methodologies of Research

Figure 6 exhibits all the study methodologies employed in the initial exploration. It shows 
that most of the studies found in literature employed the qualitative methodology. Few 
studies employed the quantitative method. Besides, those that employed quantitative 
methodology utilized the survey method. Appendix D also gives the full details of the 
methodologies and methods.

OUTCOMES

R-Q1: What are the predominant investigations on IoT, and are the research concepts 
already described?

As from literature, there are three main categories of IoT: monitoring and control, 
big data and business analytics, and information sharing and collaboration (Lee & Lee, 
2015). The detailed analysis of the selected studies was based on their similarities. This 

Table 3 (Continued)

STUDY_ID Study Title Citations
I18 Details about learning IoT: Research direction and 

upcoming trends from social science viewpoint
13

I1 IoTFLiP: IoT-based flipped learning platform for 
medical education

8

I26 Disrupting objects: a design to enable acquisition of 
IoT-based innovations by the urban poor 

5

I28 The upcoming Technological and Theoretical models 
in Education: linking Cloud Computing (CC), 
Connectivism plus IoT

5

I22 The Application of WSNs and wearable technologies 
for education

2

I4 Benefits of “IoT” on E-learning in the Smart Cities 2
I20 Internet-of-Things-based Learning Framework to 

enable STEM Undergraduate Education
2

I39 Remote laboratory: using Internet of Things 2
I9 Investigating the Educational capability of IoT in 

Seamless instruction. 
1

I31 The Internet of Things as an accelerator of 
progressing broadband networks in Thailand

1

I5 Democratizing AmI and the IoT: The Power and 
Influence of Social Innovation and Participative and 
Humanistic Design

0
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is in terms of factors that influence IoT adoption or its related technologies in learning 
institutions. As per the evaluated publications and for feedback to the research inquiries, 
the investigation brings out five main categories of articles related to the subject of study, 
as shown in Figure 7. 

Figure 7. Themes for research and topics mentioned

Figure 6. Research methodologies distribution chart
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Information Sharing and Collaboration

Most of the research conducted on IoT which was identified in this study detailed out 
a few things: the positive elements of utilizing IoT in limited resources environments, 
advantages of IoT in learning, the technical issues of IoT, tracking students’ attendance 
using RFID technology, comparing outcomes of IoT learning platforms with traditional 
learning methods, use of IoT to stimulate learners’ motivation, IoT as a subject of study in 
higher learning, and the important role of a teacher in using these applications. IoT brings 
in greater accessibility because of the high internet speed and lower gadget costs (Sarıtaş, 
2015). This means better learning resources and immersive learning experiences with 
greater interaction. Accordingly then, IoT has a chance of lowering the education costs 
and expanding education material past the study rooms (Roy et al., 2016). It can facilitate 
quality educational resources at a fraction of the price of the prevailing mechanisms. 
Furthermore, IoT can be used to accelerate the expansion of broadband networks to reach 
out to many learners (Sudtasan & Mitomo, 2017). 

Adoption

At the onset, we include studies with details on the adoption and inclusion of IoT in 
learning. Selected studies discuss elements that may impact the utilization of IoT. Few 
studies in this research have examined the adoption of IoT through models and frameworks, 
while highlighting important factors for successful implementation (Barreto et al., 2015; 
Kalashnikov et al., 2017; Li et al., 2012). However, research by Moreira et al. (2018) 
suggests that successful acceptance and introduction of IoT in learning institutions depends 
on the perception and inclination of educators, politicians, and society.

Benefits

Few studies have shown how to achieve benefits from IoT. Hence, IoT has attracted many 
in recent years, changing the landscape of disseminating information in the virtual world, 
interchanging details, convenience, and practicality (Ali et al., 2017). In global higher 
education, IoT is explicitly linked to the betterment of economic development, new 
research, and innovation (Bandara & Ioras, 2016). For example, IoT provides ways in which 
new opportunities can be utilized to merge various smart devices for learning (Niyato et 
al., 2016). The outcome is an advanced computing environment. Following this, system 
efficiency, safety, and security, upgraded trading opportunities and an income stream will 
be achieved. For instance, a study was done on developing a design to incorporate IoT-
linked revolutions by the suburban poor (Roy et al., 2016). The result showed that IoT could 
improve the quality of education. This is through the acquisition of enhanced educational 
resources and the provision and availability of massively online open courses. Chen et al., 
(2014) in contrast looked at the benefits of IoT in terms of opportunities available for IoT. 
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Accordingly, IoT is believed to offer communication through existing technologies and 
new communication modes. The incorporation of IoT with the virtual and physical world 
will help realize utilization of various concepts and technical components.   
     
Approaches and Strategies 

Studies under this area outlined techniques and procedures used by IoT. They indicated the 
necessity to understand the users’ connection between the social and technical perspectives 
for sustainability (Shin & Park, 2017; Shin, 2014). However, there is a need to address social 
innovation roles and the human approach participation (Bibri, 2015). Another research 
suggested the stimulation of people’s thinking, creativity, and much of entrepreneurship. 

State of art, Challenges, and Issues

Studies in this section bring out the modern state of IoT and any problems that need 
attention. For instance, universities confront challenges from the traditional learning 
systems (Coccoli et al., 2014). The outcome has resulted in recent evolutions in technology 
and networking, dramatically changing the way of life and knowledge accession. Hence, 
IoT can boost the role of technology as an innovation promoter in different markets of 
utilization (Miorandi et al., 2012). The IoT scenario and its facilitating technologies are 
also studied (Farooq et al., 2015). The human-centric perspective of IoT is also explained 
(Guo et al., 2012). Additionally, there are details on how data mining can be utilized with 
computational intelligence for future IoT applications (Tsai et al., 2014). 

In summary, of the 148 articles on IoT revealed, only 49 that focused on the study 
area were retained. The 49 retained papers investigated IoT adoption and use in learning. 
However, most concentrated on the organizational level of adoption, and few on individual 
perception and preparedness. From the advantage category, most of the studies focussed 
on the benefit of IoT, issues, challenges, and future directions. Few studies focussed on the 
use of IoT to measure performance, track or monitor attendance and capture data. 

R-Q2: What are the dominant models and theories employed in the study?

Most of the theories and models employed were grounded on the organizational level. 
However, some articles utilized individual-level theories. Many theories were related to 
technology adoption, entailing the incorporation of more than one single theory (Hameed 
et al., 2012). However, in this study, few researchers had utilized theories and theoretical 
models to expound on the adoption of IoT. A few theories that were employed included the 
Theory of Planned Behavior (TPB), Diffusion of Innovation (DOI), Technology Readiness 
Index (TRI), and Technology, Organization and Environment (TOE).
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Figure 8. Theoretical frameworks and models used in selected studies

From Figure 8, TOE was found to be the most widely used theory in institutions 
planning, to adopt and use IoT. TOE by Tornatzky and Fleischer (1990) was developed 
to evaluate and analyse the present organization’s conditions concerning the adoption 
and implementation of innovations. For instance, Aboelmaged (2014) mentioned that the 
TOE framework was strong theoretically and empirically, and hence helpful in the study 
of readiness, adoption, and implementation of various applications. The next theory is the 
DOI theory by Rogers (2003), that describes the willingness or non-willingness to adopt 
a new technology. Rogers (2003) argued that faster innovations to adopt were those that 
offered more relative advantage, compatibility, simplicity, trialability and observability. DOI 
tries to predict an innovation’s adoption behaviour according to the personal characteristics 
related to the innovation (Samiee & Rezaei-Moghaddam, 2017).

TRI describes people’s tendency to accept and use new technologies to achieve goals 
in home life and work (Parasuraman & Colby, 2015). The model assesses an individual’s 
willingness to grab and utilize innovations at his quarters and duty (Parasuraman, 2000). 
Studies have applied TRI in assessing important factors for the successful implementation 
of technologies. For instance, Al-Shareem et al., (2015) emphasized on external reasons 
influencing preparedness to adopt public and private partnerships, Lin and Hsieh (2007) 
emphasized the role of technology readiness in self-service technology acceptance, 
and Thakur and Srivastava (2014) emphasized on readiness to adopt through TRI. TPB 
developed by Ajzen (1991) has been used to predict human behaviour in different fields. It 
hypothesizes that a person’s conduct is as a result of three elements; a person’s mentality 
toward behaviour, subjective standards, and perceived behavioural control (Cheon et al., 
2012). TPB can be used to study wide areas of acceptance of technology (Oye et al., 2014). 
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The significant expectation of TPB is to catch those motivational variables and intentions, 
to speculate an individual effort (Ho et al., 2017).

R-Q3: What key constraints and omissions are found in the IoT investigation?

This study examined a sum of 148 papers to gather more knowledge and insight on IoT 
adoption in learning. However, it can be seen that the higher learning institutions have not 
fully utilized the technology. Only 49 papers were deemed relevant for this study. Therefore, 
there is a need for a better understanding of the technology to prepare organizations for 
its adoption. Possibly, the quantitative design approach would provide more insight into 
this analysis area. 

Despite several articles on the adoption of IoT, recent academic literature on IoT 
adoption for learning institutions has shown a gap in models for readiness to adopt and use 
IoT. Researchers (Bourrie et al., 2015) argued that organizational readiness was reflected 
in the beliefs, attitudes, and intentions of members of an organization. Hence, much effort 
and detail are required to improve the impression and arrangements in institutions (Moreira 
et al., 2018). Sabi et al. (2016) also ascertained that consideration of the existing social 
and cultural conditions needed evaluation to avoid failure in the technology adoption 
process. Additionally, some studies pointed out the need to address privacy and security 
difficulties (Atzori et al., 2010; Bagheri & Movahed, 2016; Bibri, 2015). Very little research 
concentrated on the significance of user behaviour in IoT implementation; while other 
studies focused on the benefits, general discussion on IoT (including challenges, factors, 
technologies, and future directions), adoption and actual usage by organizations, and 
significance of the technology. 

DISCUSSION AND CONCLUSION

This study has evaluated the implementation of IoT in learning. The study has examined 
the low usage of IoT in learning, and how only a few models have been used for adopting 
IoT. For greater insights, the few models and methodologies that have been used were 
brought out. It also exhibits the gaps in the literature to highlight the potential of IoT in 
helping tackle learning-related challenges. Amidst several benefits of IoT, innovations 
that handle learning and pedagogical issues are not fully in place. As highlighted in the 
introduction, IoT has numerous benefits for the educational environments to enable the 
tracking of learner activities. Hence, IoT can allow learning institutions to quickly address 
learner challenges through the study activities. Finally, this study shows the benefits and 
issues of utilizing IoT in learning.

The SLR method identified 49 primary studies published between 2008 and 2017. In 
addition, this study was to determine the utilization of IoT in other areas in learning with 
the themes and benefits. From the study, there has been noted a tremendous rise in the 
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number of papers in this field because of the significance of this subject in learning. It was 
noted that most studies were linked to monitoring learning activities. The rise in student 
population and need for quality learning requires the transition from traditional learning 
to personalized study. The level of device connectivity furnished by IoT necessitates an 
enriched learning process for students around the globe (Mrabet & Moussa, 2017). Besides, 
IoT technologies extend learning by generating sources of data for gathering and inspecting 
learners’ studies individually (French & Shim, 2016). This is one way to transform the 
traditional pedagogy to the current learning methods through IoT. Another application of 
IoT is outdoor learning through RFID (Tan et al., 2007). Educators can design varying 
educational applications in areas with low capacity to relay information. The outcome is 
enhanced student creativity and improved skills from new knowledge. 

Achieving quality learning in the face of continuous expansion is critical. As the 
learner’s requirements have been altered with the evolvement of new technologies, using the 
best tools for strong pedagogy to the technology savvy population is important. Moreover, 
having the best decisions to improve the success of learners and institutions is also crucial. 
Hence, the need to utilize IoT, as per this study can help get valuable insights. There is a 
need for more research in learning environments.

From the review, the universal quality of the identified research articles yielded that 
62% of the papers had a high score, 30% had a medium score, and 8% had a low score. 
Furthermore, most studies did not use any method, while majority (68%) used the qualitative 
technique. According to this study, very few authors used the quantitative method (23%), 
hence this is something that needs further exploration. This study may have failed to 
examine every existing literature item. Nevertheless, the aim is to furnish information on 
this growing technology to both, stakeholders, and practitioners. Based on this study’s 
categorization of literature, it can be seen that using IoT for tracking and tracing objects 
and people has been the norm. Hence, the benefits and improvements resulting from IoT 
have still not been fully utilized in learning.

Concerning the predominant models and methodologies, this study found few 
utilizations. Since IoT can improve the society, making learners more linked while having 
independent control is key in the future eLearning vision. IoT can provision for improved 
infrastructure robustness, scalability, continuous communication and can save on learner 
costs. Furthermore, using IoT will create learner flexibility, expand learning materials, 
upgrade teaching and learning, and bring agility. It is crucial that stakeholders consider this 
evolving technology and actively deploy it in learning environments. With the continuous 
enrolment of learners in educational institutions, a major issue is extending learning services 
to a wider location. Implementing IoT has significant benefits that make it preferable for 
expanding teaching and learning. Therefore, selecting a good model and methodology for 
implementing IoT is crucial. Major issues like security and privacy need to be handled, 
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as they inhibit the spread of IoT. This study did research comprehensively on IoT for 
learning institutions through more than 120 authors and various studies. However, it was 
not possible to capture every research. 

There are gaps identified concerning IoT in learning from this review, which are further 
elaborated on as follows:

• There is a miss on the models that provide direction on IoT adoption in education 
with defined guidelines. The aim is to help learning institutions in deploying IoT. 
IoT will impact planning, quality learning and decision making, among other issues.

• There are many barriers to implementing IoT in learning from the people 
and organizational context. There is a need to clearly understand the peoples’ 
perspective and their preparedness. Research by Moreira et al. (2018) suggests 
the need for preparedness from stakeholders and educators. There are not many 
studies addressing the issue of preparedness among other challenges.

Overall, after all the analysis was done, the study concludes that the use of IoT can 
be of great benefit if more research is undertaken. The findings from this review will 
assist university policy makers to make better decisions regarding implementation and 
deployment of IoT. IoT is among the technologies that can play an important role in 
enhancing quality learning, increasing knowledge acquisition, and lowering study costs. 
IoT is expected to improve learning, enhance quality education, and save on costs while 
overcoming learning inequities. More study can be done on the technologies used in various 
IoT implementations in learning, with a comparison on which one suits best. This study 
acts as a basis for researchers in getting more research ideas on IoT in learning.
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Concept Definition Author
Internet of 
Things

The interconnectedness of numerous gadgets that 
have possibility of report, screen, or give other 
esteem or administrations that are of incentive to end 
clients

Atabekov et al. 
(2016)

Internet of 
Things

formation of inventive alternatives for learning 
and this is conceivable because of the expansion of 
concepts from ubiquitous computing and technologies 
as mobile, Radio Frequency Identification amidst the 
rest

Gonzalez et al. 
(2008)

Internet of 
Things

IoT involves interaction with heterogeneous devices 
along with seamless sharing of data with a specific 
end goal to give personalized services to the learners 
and instructors

Kamar et al. 
(2016)

Internet of 
Things

a dynamic worldwide system foundation that has 
the capability of self-conFigureuration based on 
standards and interoperable protocols where there is 
identification of physical and virtual things, physical 
attributes and virtual personalities to use intelligent 
interfaces by being coherently being part of the data 
network

Xu et al. (2014); 
Uzelac et al. 
(2015); Moreira et 
al. (2018)

Internet of 
Things

the enabling of internet presence for any person, 
place, or thing on the planet

Want et al. (2015)

Internet of 
Things

It comprises various gadgets part of the technological, 
physical, and broad socioeconomic environments. 
The physical surrounding has human and nonhuman 
objects connected by ubiquitous wireless network. 
They empower programmed correspondence and 
association among the items and the physical 
condition, and the mechanical condition contained 
equipment, programming, organizing advances, 
information, incorporated stages, and specialized 
benchmarks empower collaborations in the physical 
condition.

Krotov (2017)

Appendix A
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Appendix C
Quality evaluation measure

QAF: "QUALITY ASSESSMENT FACTORS” 
S/ID Q-A1 Q-A2 Q-A3 Q-A4 SCORE
11 2 2 2 2 8
I2 2 0 0 2 4
I3 2 1 0 2 5
I4 2 0 2 1 5
I5 2 0 1 2 5
I6 2 0 0 2 4
I7 2 0 2 2 6
I8 2 0 2 1 5
I9 2 0 1 2 5
I10 2 0 1 2 5
I11 2 1 1 1 5
I12 1 1 1 1 4
I13 2 2 2 2 8
I14 2 0 2 1 5
I15 2 0 2 1 5
I16 2 0 1 1 4
I17 2 0 1 1 5
I19 2 0 2 2 6
I20 2 0 2 1 5
I21 2 2 1 1 6
I22 2 0 2 1 5
I23 1 1 1 1 4
I24 2 2 2 2 8
I25 2 1 2 2 7
I26 2 2 1 1 6
I27 2 0 1 1 4
I28 2 0 1 1 4
I29 2 2 2 2 8
I30 2 2 1 2 7
I32 2 2 2 2 8
I33 2 0 1 1 4
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Appendix C (Continued)

QAF: "QUALITY ASSESSMENT FACTORS” 
S/ID Q-A1 Q-A2 Q-A3 Q-A4 SCORE
I34 2 1 1 1 5
I35 2 0 1 1 4
I36 2 0 0 2 4
I37 2 1 0 1 4
I38 2 0 0 1 3
I39 2 1 0 1 4
I40 2 0 1 1 4
I41 2 0 1 1 4
I42 1 2 1 1 5
I43 2 2 1 1 6
I44 2 2 1 1 6
I45 1 2 1 1 5
I46 2 0 0 2 4
I47 2 2 1 2 7
I48 2 2 1 2 7
I49 2 2 2 2 8

Appendix D
Distribution of research methodologies

Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

1 Dijkman et al. 
(2015)

Business 
models for 
internet of 
things

Presenting a 
framework for 
developing 
business 
models for IoT 
application

none mixed Interviews 
and Surveys
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Appendix D (Continued)

Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

2 Farhan et al. 
(2017)

IoT based 
student’s 
interaction 
framework 
using 
attention 
scoring 
assessment in 
e-learning

To develop IoT-
based interaction 
framework 
and analysis 
of the student 
experience 
of electronic 
learning 
(eLearning).

none quantitative experiment

3 Ali et al. 
(2017)

IoTFLiP: IoT-
based flipped 
learning 
platform 
for medical 
education

Developing of 
an IoT flipped 
learning for 
improved 
learning

none qualitative none

4 Coccoli et 
al. (2014)

Smarter 
Insitutions: A 
vision for the 
quick digital 
era

Analyze the 
current situation 
of education in 
universities, with 
particular  
reference to 
the European 
scenario. 
Specifically, 
we observe that 
recent evolutions, 
such as  
pervasive 
networking and 
other enabling 
technologies, 
have been 
dramatically 
changing  
human life, 
knowledge 
acquisition, and 
the way works 
are performed, 
and people learn

none qualitative none
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Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

5 Thiesse et 
al. (2011)

The rise 
of next 
generation bar 
code-RFID 
adoption

To find the 
causals of 
adopting RFID 
within initial 
standards 
adopters

TOE quantitative survey

6 Adhiarna et 
al. (2013)

An integrated 
framework for 
RFID adoption 
and diffusion

The main 
concern in this 
study is stages 
of adoption 
which covers 
tree phases 
in respect of 
the maturity 
of the RFID 
project and the 
sophisticated 
business 
applications 
and RFID 
technology

TOE qualitative none

7 Iyawa et al. 
(2017)

Utilizing 
WSNz and 
wearable 
technologies 
for education

To perform 
a scoping 
evaluation on 
utilizing WSNs 
and wearable 
innovations for 
instruction

none qualitative none

8 Reyes et al. 
(2016)

Determinants 
of RFID 
adoption stage 
and perceived 
benefits

This study 
identifies the 
determinants 
of radio 
frequency 
identification 
(RFID) 
adoption stage 
and explores 
the perceived 
benefits from 
RFID adoption

TOE quantitative survey

Appendix D (Continued)
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Appendix D (Continued)

Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

9 Hossain and 
Quaddus 
(2015)

Development 
of an integrated 
model for RFID 
extension

To develop an 
integrated model 
that explains 
the adoption, 
continuance, and 
extension of a 
technological 
innovation – 
taking radio 
frequency 
identification 
(RFID) as the 
case.

TOE quantitative survey

10 Yoon and 
George 
(2013)

Why arent 
organizations 
adopting virtual 
worlds

To comprehend 
reasons for 
slowness in firm 
incorporation 
of virtual 
worlds than 
required, through 
empirical 
determination 
of elements 
significant 
for organizational 
need to 
incorporate 
virtual worlds

TOE quantitative survey

11 Gómez et al. 
(2013)

Interaction 
System Based 
on Internet 
of Things as 
Support for 
Education

The education 
field, where 
Internet of 
Things can be 
used to create 
more significant 
learning spaces.

none qualitative none

12 Gao and Bai 
(2014)

A unified 
perspective 
on the factors 
influencing 
consumer 
acceptance 
of internet 
of things 
technology 

To develop 
and test an 
integrative model 
of factors 
determining 
consumers' 
acceptance of 
IoT technology. 

TAM quantitative survey
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Appendix D (Continued)

Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

13 He et al. 
(2017)

Instruction 
founded on 
Internet of 
Things (IoT) 
Framework to 
ease STEM 
Undergraduate 
instruction

Implementation 
of an IoT-
based learning 
model that 
enables STEM 
undergraduate 
instruction

none qualitative none

14 Mital et al. 
(2018)

Adoption of 
Internet of 
Things in 
India: a test 
of competing 
models using 
SEM

To satisfy a clear 
gap in the main 
field of research 
by proposing 
a Structured 
Equation Model 
(SEM) approach 
to test three 
competing 
models in 
the context 
of Internet of 
Things in India.

SEM quantitative survey

15 Roy et al. 
(2016)

Disruption of 
things: a model 
to facilitate 
adoption of 
IoT-based 
innovations by 
the urban poor 

This study 
examines the 
adoption of 
the Internet of 
Things (IoT) 
based innovations 
by urban  
poor 
communities.

none quantitative survey

16 Shin and 
Park (2017)

Understanding 
the Internet 
of Things 
ecosystem: 
multi-level 
analysis of 
users, society, 
and ecology

To conduct socio-
technical analysis 
of the rapidly 
evolving Internet 
of Things (IoT) 
ecosystem 
and industry, 
including such 
factors as market 
growth and user 
experiences, 
policy, and the 
impact of IoT on 
various areas. 

none Mixed interview 
and 
survey
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Appendix D (Continued)

Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

17 Zhu et al. 
(2016)

A research 
framework 
for smart 
education

The definition of 
smart education 
and presents 
a conceptual 
framework. 

none qualitative none

18 Tsai et al. 
(2014)

Future Internet 
of Things: 
open issues 
and challenges

An overview of 
IoT and FIoT, 
followed by 
discussions on 
how to apply 
data mining and 
computational 
intelligence to 
FIoT.

none qualitative none

19 Sudtasan 
and Mitomo  
(2017)

The Internet of 
Things as an 
accelerator of 
advancement 
of broadband 
networks: 
A case of 
Thailand

Illustrates effect 
of consumer 
decisions 
influenced by 
Internet of Things 
applications

none qualitative none

20 Shin (2014) A socio-
technical 
framework 
for Internet of 
Things design 
centered on 
humans 

How Internet of 
Things will evolve 
and stabilize in a 
smart environment, 
relation linking 
social and 
technical elements 
of Internet of 
Things and 
challenges 
in design, 
deploying, and 
sustaining diverse 
components of IoT

none Mixed 
methods

Interviews 
and 
Surveys
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Appendix D (Continued)

Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

21 Barreto et al. 
(2015)

An 
authentication 
model for 
Internet of 
things clouds

Present an 
architectural 
model and 
several use 
cases that allow 
different types of 
users to access 
IoT devices

none qualitative none

22 Perera et al. 
(2014)

Context aware 
computing for 
the Internet of 
Things

Context 
awareness 
from an IoT 
perspective. 

none qualitative none

23 Kounelis et 
al. (2014)

Human-IoT 
relationship

Agency as 
a driver in 
building trusted 
human Internet 
of Things

none qualitative none

24 Kalashnikov 
et al. (2017)

Remote 
laboratory: 
via Internet of 
Things 

Remote 
laboratory 
project for video 
streaming

none qualitative none

25 Guo et al. 
(2012)

Opportunistic 
IoT: Exploring 
the social side 
of 

To present the 
IoT from the 
human-centric 
perspective

none qualitative none

26 Gubbi et al. 
(2013)

Internet 
of Things: 
A vision, 
architectural 
components, 
and future 
guidelines

A cloud centric 
vision for 
worldwide 
implementation 
of IoT

none qualitative none
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Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

27 Farooq et al. 
(2015)

A review on 
Internet of 
things

A detailed 
examination of 
the IoT notion 
with its enabling 
innovations 
and the sensor 
networks

none qualitative none

28 Chen et al. 
(2014)

IoT 
perception 
in China: 
Applications, 
challenges, 
and 
opportunities

The status of 
IoT development 
in China, plus 
standards, 
R&D plans, 
applications, and 
standardization

none qualitative none

29 Miorandi et 
al. (2012)

The Internet 
of things 
vision: Key 
elements, 
uses, and 
open issues

Research 
challenges and 
open issues to be 
faced for the IoT 
realization in the 
real world

none qualitative none

30 Ahmed et al. 
(2016)

Internet-
of-Things-
Based Smart 
environments: 
state of 
the Art, 
Taxonomy, 
and open 
research 
challenges

Status on 
evaluation efforts 
to permit IoT 
based smart 
environments

none qualitative none

31 Bagheri and 
Movahed 
(2016)

The effect of 
the Internet 
of Things 
(IoT) on 
Educational 
Business 
model

To investigate 
and analyze 
change of 
IoT platform 
regarding 
education 
business model

none qualitative literature
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Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

32 Atzori et al. 
(2010) 

The Internet 
of Things: A 
survey

Allow the reader to 
understanding what 
has been done and 
what remains to be 
addressed, as well 
as which are the 
enabling factors of 
this evolutionary 
process and what are 
its weaknesses and 
risk factors.

none qualitative none

33 Bayani et 
al. (2017) 

Internet of 
Things (IoT) 
Advantages on 
E-learning in 
the Smart Cities

The need of adopting 
IoT technologies in 
smart city campuses, 
analyzing the 
predictable 
advantages of the 
e-learning.

none qualitative none

34 Bibri 
(2015) 

Democratizing 
AmI and the 
IoT: The power 
and Influence 
of Social 
Innovation and 
Participative 
and Humanistic 
Design

To explore the power 
and seminal role of 
social innovation 
and participative 
and humanistic 
design—as one 
holistic approach—
in sustaining the 
success of AmI and 
the IoT technologies, 
and to identify and 
address the great 
challenges involved 
in the process of 
embracing this 
approach

none qualitative none

35 Chen et al. 
(2016) 

Evolution is 
not enough: 
Revolutionizing 
present 
instruction 
environments to 
smart learning 
area

Challenges with 
a view towards 
revolutionizing 
current learning 
environments to 
smart learning 
environments 
and provides new 
suggestions for 
technological 
solutions

none qualitative none
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Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

36 Demirer et 
al. (2017) 

Exploring the 
Educational 
Potential of 
Internet of 
Things (IoT) 
in Seamless 
Learning. 

Introduction of 
IoT technology 
pus its potentiality 
in seamless 
instruction.

none qualitative none

37 Domingo 
(2012)

An overview 
of the 
Internet of 
Things for 
people with 
disabilities

Overview of the 
Internet of Things 
for people with 
disabilities is 
provided

none qualitative none

38 Kortuem et 
al. (2013)

Educating 
the Internet-
of-Things 
generation

To place the 
IoT at the core 
of the first-
year computing 
curriculum 
and to prime 
students from 
the beginning to 
meet the coming 
changes in society 
and technology

none qualitative none

39 Krotov 
(2017)

The Internet 
of Things and 
upcoming 
business 
opportunities

To stimulate 
thinking, 
creativity, and 
entrepreneurship 
in relation to the 
IoT

none qualitative none

40 Lee and Lee 
(2015)

IoT 
Applications, 
investments, 
and 
challenges 
for 
enterprises

Essential IoT 
technologies for 
the deployment 
of IoT-based 
products and 
services and 
IoT categories 
for enterprise 
applications

none qualitative none
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Appendix D (Continued)

Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

41 Lee et al. 
(2017)

How and what 
to study about 
IoT: Research 
trends and future 
directions from 
the perspective of 
social science

Examines the 
status of scholarly 
discourse on IoT.

none qualitative none

42 Li et at. 
(2012)

Towards a 
theoretical 
framework 
of strategic 
decision, 
supporting 
capability and 
information 
sharing under 
the context 
of Internet of 
Things

That groups IoT 
into perspective of 
managers’ strategic 
need and industrial 
driving force, and 
suggest that market-
based exploratory 
necessities 
impact companies 
incorporating 
get-ahead strategy, 
and market-based 
exploitative 
possibilities are 
significant for 
organizations 
incorporating 
catch-up strategy in 
market

none qualitative none

43 Niyato et al. 
(2016)

Smart data 
pricing models 
for the Internet 
of Things: A 
bundling strategy 
approach

Suggest an 
improved pricing 
structure for IoT 
service providers to 
choose the sensory 
details initial cost 
and IoT service 
subscription price 
given to sensor 
owners and service 
individuals, 
separately

none qualitative none

44 Saariko et 
al. (2017)

The Internet of 
Things: Are you 
prepared for what 
is coming?

Reviewing the 
complexity of IoT, 
the issues in linked 
environments, 
plus the rising 
necessity to create 
links for innovative 
outcomes

none qualitative none
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Distribution of research methodologies

ID Instigator(s) Article Name Intent Theory/
Framework

Method Details
collection 
process

45 Sarıtaş 
(2015)

The Emergent 
Technological 
and Theoretical 
Paradigms in 
Education: The 
Interrelations 
of Cloud 
Computing 
(CC), 
Connectivism 
and IoT

Background and 
fundamentals 
about emerging 
technology 
paradigms – 
Cloud Computing 
(CC) and Internet 
of Things (IoT), 
and an 
emerging 
learning theory – 
Connectivism.

none qualitative none

46 Shin (2017) Conceptualizing 
and measuring 
quality of 
experience of 
the internet 
of things: 
Exploring 
how quality is 
perceived by 
users

Relationship 
between consumer 
experiences, 
the quality 
perception of 
IoT, and develops 
a conceptual 
model for QoE 
in personal 
informatics

TRA and 
TPB

Mixed 
method

Focus
groups, 
brainstorming

47 Sudtasan 
and Mitomo 
(2017) 

The Internet of 
Things as an 
accelerator of 
advancement 
of broadband 
networks: 
A case of 
Thailand

Show influence 
of consumer 
decisions on 
choices of 
advanced Internet 
access by the 
emergence of IoT 
applications

Bivariate 
probit 
model

quantitative Survey

48 Want et al. 
(2015)

Enabling the 
internet of 
things

Benefits of IoT, 
future directions 
and challenges

none qualitative none

49 Tsai et al. 
(2013)

Examining 
institutional 
pressure for 
incorporating 
RFID by 
suppliers

How different 
institutional forces 
experienced by 
retailer's suppliers 
were related to 
their relational 
investment 
on inter-
organizational 
information 
sharing

DOI quantitative survey
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Appendix E
Additional article (Book Chapter)

ID References Name Aspiration

81 Bibri (2015) The Shaping of Ambient 
Intelligence and the 
Internet of Things

The book explains how Ambient Intelligence 
(AMI) and IoT utilizations of scientific discovery 
merge with various implementations in the 
spheres of the European society. It positions AmI 
and the IoT developments and innovations as 
modernist science–based innovation enterprises 
in a volatile and tense relationship.





Pertanika J. Sci. & Technol. 29 (1): 519 - 531 (2021)

ISSN: 0128-7680
e-ISSN: 2231-8526

Journal homepage: http://www.pertanika.upm.edu.my/

© Universiti Putra Malaysia Press

Article history:
Received: 23 June 2020
Accepted:25 November 2020
Published: 22 January 2021

ARTICLE INFO

DOI: https://doi.org/10.47836/pjst.29.1.27

SCIENCE & TECHNOLOGY

E-mail addresses:
engineersabir1@yahoo.com (Muhammad Sabir Hussain) 
nasri_sulaiman@upm.edu.my (Nasri Suleiman) 
nknordin@upm.edu.my (Nor Kamariah Noordin) 
* Corresponding author

LTE Network Analysis in Frequency Reuse Recycling Techniques

Muhammad Sabir Hussain*, Nasri Suleiman and Nor Kamariah Noordin
Department of Electrical and Electronics Engineering, Faculty of Engineering, University Putra Malaysia, 
43400 UPM, Serdang, Selangor, Malaysia 

ABSTRACT

In recent years, several researchers have embraced fractional frequency (FF) reuse as a 
strategy for resolving the inter-cell and co-channel interferences of adjacent cells (ICI, 
CCI) as the number of wireless networks grows. This technique is focused on the cell 
division of two parts, the inner and the outer, which enables multiple frequency bands to 
be assigned. The frequency advantages can be completely used in each inner zone, since 
there is no inter-cell disturbance for consumers in inner regions. According to this effective 
usage of the frequency spectrum available, FF will reduce the interruption of the channel 
and improve device efficiency. This manuscript presents a comprehensive study of different 
mechanisms to select the optimal FF scheme based on the user throughput. The analysis 
was conducted in order to obtain the optimal internal and external range for the cells as well 
as the optimal frequency distribution between the areas of the FR, Fractional Frequency 
Reuse 1 (FFR1) and Fractional Frequency Reuse 2 (FFR2) and evaluating their outputs 
and their number of users. In detail the overall consumer efficiency through the configured 
frequency distribution is analyzed. The FFR is a resource allocation technique that can 
effectively mitigate inter-cell interference (ICI) in LTE based HetNets and it is a promising 
solution. The proposal also employs high number sectors in a cell, low interference and 
good frequency reuse. The processes are tested by way of multiple modeling simulations.

Keywords: FFR, inner region, LTE network, maximum 
throughput, optimal radius, outer region

INTRODUCTION

The 3rd Generation Long Term Innovation 
Collaboration Project (3GPP-LTE) is the 
4th Generation (4 G), a wireless network 
built to serve compact, powerful and high-
performances end-users, providing a large 
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capacity, improved connectivity efficiency. In December 2007 3GPP published their 
first LTE research work in “release 7,” which now has a major topic (Hashima et al., 
2014; Simonsson, 2007). LTE Multi-Access Orthogonal Frequency Division (OFDMA) 
technology for downlinks has attracted significant attention from researchers in recent 
years in achieving a high rate of data transfer in wireless and mobile communications. 
OFDMA provides a higher spectrum output in order to satisfy the growing demands of 
smartphone users because of its versatile frequency assignment (Zhang et al., 2020). In 
LTE, each OFDMA traffic channel is solely allocated to one individual, which provides the 
end-user frequency with a high degree of reliability and flexibility (Zhao et al., 2012). The 
device efficiency is significantly degraded by the Inter-cell Interference (ICI) dependent 
on a multi cell LTE OFDMA-related network because of the same frequency reuse and 
interference by the co-channel (CCI) when more than one radio transmitters use the same 
frequency (Chung et al., 2014; Elayoubi et al., 2008; Hindia et al., 2014; Mannweiler et 
al., 2020;  Wang et al., 2014).

In order to address both ICI and CCI, FFR has become an area of intensive study by 
several OFDMA-based researchers (Bilios et al., 2013; Mao et al., 2008; Nuaymi, 2007). 
In order to minimize the CCI and ICI, FFR main target is to divide cells volume into inner 
and outer regions (Chang et al., 2009; Cong et al., 2020; Group, 2004; Saleh, 2020). FFR 
is a mixture of different types of frequency reuse scheme such as traditional frequency 
reuse (FR) factor and FFR3. One of the main objectives of LTE is to use the whole of the 
system’s bandwidth to achieve high spectral efficiency (Group, 2004; Mao et al., 2008). 
This method is known as traditional FR where all available bandwidth is fully assigned 
in each cell. In FRR3, on the other hand, the available bandwidth is divided into 3 equal 
sub-bands and each of these sub-bands will be allocated in a manner to the cells in a cluster 
so that no adjacent cells will have the same sub-bands. In addition, traditional FR can be 
used by the mobile stations (MSs) which are located around the base stations (BSs) or in 
particular in the cell inner region and FRR3 is allocated to the cell edge users, which will 
decrease the interference, but data rate also will be decreased due to the fact that the full 
frequency band is not used by this method (Ali & Leung, 2009; Chang et al., 2009; Kim 
et al., 2014; Soultan et al., 2020; Stiakogiannakis & Kaklamani, 2010). OFDMA allows 
the dynamic allocation of subcarriers (called OFDMA traffic channel) to different users at 
different time instances. For example, it utilizes 15 KHz subcarriers in LTE, which can be 
grouped into Resource Blocks (RBs) with each having 12 subcarriers (Kim et al., 2010; 
Lei et al., 2007; Sheu et al., 2015; Taranetz et al., 2011; Wang, 2013). To implement these 
for FFR scheme, one of the ways to allocate these RBs is to allocate them in a sector (Guo 
& Suárez, 2020; Hambebo et al., 2014). The main goal of this paper is to investigate the 
characteristics of three existing methods of FR, FFR1 and FFR2 to evaluate an interference 
management in LTE networks. The studied mechanism calculates the optimal FFR scheme 
based on user throughput. It then successively checks the inner cell radius and the inner 
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cell frequency and calculates the Signal to Interference Plus Noise Ratio (SINR), capacity 
and throughput. These values are then used in order to calculate the cell mean throughput. 
Finally, the mechanism selects the optimal center to cell radius ratio and optimal number 
of users in order to propose the best FFR scheme that maximizes the cell mean throughput 
(Rumney, 2013). The rest of the paper is organized as follows: Section 2 describes the 
related work to our study. Section 3 refers to our studied system model, Section 4 introduces 
the simulation, and Section 5 presents the simulation results and discussion.

RELATED WORK

The research on FFR focuses on the implementation of reuse of frequencies, which is the 
sub band divisioning for the BS area. OFDMA infrastructure has been used by several 
wireless network protocols, like GPP and 3GPP2. In recent study, the key topic of discussion 
is network efficiency, performance, rate, scope, and frequency distribution. Hindia et al. 
(2014) selected the frequency reuse pattern from four varying degrees of partitioning criteria 
(e.g. FRF1 and FRF3) to improve the performance of mobile and base station.  FFR impact 
was presented in the cellular area division into inner and outer regions was suggested to 
avoid conflict in Bilioss et al. (2013) as an effect of FFR. The authors proposed partial 
frequency allocation for the cell edge region and full frequency spectrum for the cell inner 
region.  The users are modulated more tightly than BSs, because different modulation 
instructions are taken into consideration according to the distance of the consumer from 
BSs and also the state of the signal, which indicates that the frequency reuse is higher. In 
most research, static or semi-static synchronization systems are introduced in BSs with 
little cellular performance benefit and needing advance frequency preparation. The system’s 
efficiency is significantly diminished to increase the cell-end performance (Mao et al., 
2008; Nuaymi, 2007). In contrast, prior frequency planning is not required in dynamic 
coordination technique. FFR was proposed in order to keep the stability between cell-
edge throughput and overall network throughput (Chang et al., 2009; Group, 2004). In 
these works the authors partitioned cells into inner and edge zones which associated the 
low and high Frequency Reuse Factors In order to reduce interference, the total available 
frequency bandwidth was divided into two sub-bands such as center band and edge band 
where frequency bands are fully to Bfr and partly to Bpr allocated respectively. Ali and 
Leung (2009) implemented the super-group and the hierarchical organization of a standard 
community, which were divided in cells and sectors to ensure a greater device efficiency. 
The FFR efficiency improvement was analyzed by Stiakogiannakis and Kaklamani (2010) 
in three forms of zone distributions, such as SINR-based, distance-based and load-balance-
based techniques. The combination of the load balancing with the SINR and the correct 
distribution of resources gives the machine a decent bit rate. Business technology had been 
suggested by Kim et al. (2014) for the frequency reuse component. This method is used 
in WiMAX to boost the 802.16j relay device that transmits the signals to the BS portfolio. 
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Based on the simulation test, this scheme improved the spectrum utilization and network 
output. Macro-femic networks with the idea of FFR, there is a novel hierarchical resource 
distribution method suggested by Lei et al. (2007). The three considerations in this scheme 
to minimize the CCI in macro and femtocells are size, time and place. To this end the 
method suggested a hybrid two-part grouping of macro cells and the deployment of femto 
BSs in each section of macro cells conducted in accordance with the objective of growing 
the average cell efficiency. Improved FFR technique (E-FFR) was introduced in WiMAX 
by Kim et al. (2010) for reducing ICI. The variety of users and frequency are viewed as 
strategies to boost device efficiency for mobile and fixed users. Such strategies improve 
the signal from the consumer against undesired noise. Downlink (DL) and Uplink (UL) 
frames were divided into WiMAX frames, and each frame was further divided into zones 
to quantify unused space to allow appropriate modulation and coding in order to improve 
device efficiency. However, overhead will occur at BS without continuous consumer input 
as the channel parameters alter over time. A new multiple access (B-OFDMA) biorthogonal 
frequency division system with the broad low-complexity Fourier transform fraction (FrFT) 
was proposed by Wang (2013). The variation of time and frequency is set at each BS in 
this scheme with multi-angle reuse (MADR). The program will efficiently reduce ICI and 
increase the efficiency of the device. A FFR optimization method based on capacity density 
was suggested by Taranetz et al. (2011). In this work, the frequency sub-band with highest 
achievable capacity density was assigned to a given user. The authors then formulated the 
FFR optimization problem mathematical expressions. Here, the per-user capacity was 
mainly investigated from per-area capacity. The maximum average capacity density was 
aimed with the condition of least required cell-edge throughput c5% and minimizing the 
c95% peak user throughput loss. 

METHOD AND SYSTEM MODEL

In this section, SINR and capacity of user x on subcarrier n are calculated based on 
theoretical approach in order to define the throughput. The N adjacent cells are considered 
as overall network where a number of users look forward to share a collection of subcarriers 
in each cell. In this case a distinction of a user which can be found in the inner or outer 
zone of the cell. In an OFDMA based network, we assume the user as x in a base station s 
on subcarrier c, the related SNIR can be calculated using Equation 1 (Chung et al., 2014; 
Hindia et al. 2014; Wang et al. 2014):  

𝑆𝐼𝑁𝑅𝑥,𝑛 =
𝐿𝑠,𝑥 .𝑃𝑠,𝑐 .𝐺𝑠,𝑥,𝑐 .

𝜎𝑐2 +∑ 𝐿𝑗,𝑥
𝑘
𝑗=1 . 𝑃𝑗,𝑐 .𝐺𝑗,𝑥,𝑐

  [1]

where the path loss associated with channel between user x and base station s is defined as 
to Ls, x, the transmit power of the base station as Ps, c, exponentially distributed channel fast 
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fading power as G s, x, c, the noise power of the additive White Gaussian Noise (AWGN) 
channel is defined as σc2. The sets of all interfering base stations are defined as symbol k 
and j. More precisely, k is the number of co-channel cell and j is the cell index. We consider 
the transmit power on subcarrier is equal as Ps, c = P for all BSs. The coefficient G s, x, c is 
equal to 1 of its mean value.

The interference presents in the inner and the outer regions of the disjoint set of 
download links. A specific frequency band is assigned on transmission, which is a common 
band in every inner region, thus it brings interference in those regions. Moreover, it is 
required to distinguish two different types of BSs. The first type of consists of all interfering 
BSs, which transmits to the users of the cell-inner region on the same sub-band as user x and 
the second type consists of all interfering BSs transmits to the users of the cell-edge users 
on the same sub-band as user x. Now, in order to calculate the throughput, we first define 
the capacity of the user. The capacity of user x on subcarrier c is given by the following 
Equation 2 (Bilios et al., 2013):

𝐸𝑥,𝑐 = ∆𝑓. 𝑙𝑜𝑔2(1 + 𝑆𝐼𝑁𝑅𝑥,𝑐)    [2]                                

Where, Δ f denotes as the available bandwidth for each subcarrier. Here, the subcarrier is 
divided among the number of users to be shared. Finally, the throughput of the user x is 
expressed specifically in terms of SINR and Ex, c as in Equation 3

𝑇𝑥 = � 𝛽𝑥,𝑛.𝐸𝑥,𝑛
𝑛

   [3]

Where βx, c refers to the subcarrier assigned to user x. When, βx, c=1, the subcarrier c is 
allocated to user x. Otherwise, βx,c=0.

SIMULATION ENVIROMENT

The applications are tested and evaluated using the Matlab program. As detailed in Table 
1, the simulation area consists of 7 cells network and the users randomly distributed in the 
cells and system bandwidth is 10 MHZ.

Figure 1 is the graphical representation of the network area for FFR1 scheme where it 
is being applied to investigate the optimum center ratio and the optimum number of users 
per cell. As we can observe from the Figure 1 how the users are distributed throughout 
the inner and outer cells where we assume the area of X-axis from -4000 m to 3000 m and 
Y-axis from -3000 m to 4000 m. The inner and outer cell have specific sub-band which is 
represented by band color. The different colors in Figure 1 correspond to bandwidth of the 
different cells. FFR1 is a heavy frequency and low frequency reuse hybrid. Strong frequency 
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Table 1
Simulations inputs

Parameters  Settings
Cell Radius 750m
Bandwidth 10MHz

Number of Cell 7
Number of Subcarriers 50

Bearer Types From QCI 1- QCI 15
eNodeB Height 50 m

UE Height 1m
eNodeB Tx power in cell Center 40 dBm
eNodeB Tx power in cell edge 46 dBm

Path loss Cost 231 Hata Model (dB)
Power Noise Density -174 dBm/Hz

Figure 1. Network area of FFRI Figure 2. Network area of FFR2

reuse splits the bandwidth into different subbands(color) depending on the reuse factor 
selected such that the neighboring cells will communicate on different subbands(color). 
The entire bandwidth of FFR1 is split into internal and external subbands. The central area 
is allocated to local users residing outside BS on the basis of path failure with a decreased 
power that relates to the FRF1 of one that is fully utilized by all eNBs. The fraction of the 
outer bandwidth area is distributed for more than one frequency reuse factor. Both BSs 
are required to share the entire bandwidth of the soft frequency. However, the eNBs are 
restricted to a certain capacity constraint for increasing subcontractor transmission. In fact, 
the number of cell users is assigned arbitrarily. 

Figure 2 is the demonstration of the total FFR2 network region to analyze the optimal 
center ratio and the optimal consumer number per node. The distribution of users in the 
internal and external cells of the cluster in the form of sub-bands (color) is shown in Figure 
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2. The X-axis field from -4000 meters to 3000 meters and the Y-axis from -3000 meters to 
4000 meters as for FFR1 are expected to be comparable. The frequency reuse component 
is greater than one for the proportion of the main and main regions of bandwidth. Except 
for inner and outer parts, the frequency bands vary.

RESULTS AND DISCUSSION

Figure 3 and Table 2 represent the average cell throughput according to the center radius to 
cell radius ratio with different number of users for FFR1. We can observe from the Figure 
3 that the throughput is almost linearly increasing until cell radius ratio 0.5 for all groups 
of users except group of 10 users. However, the slope of the line graph varies based on the 
number of users. The average throughput of a group of 10, 20, 30, 40, 50, 60, 70, and 80 

Figure 3. The average cell throughput according to the variation of cell radius to cell center ration with various 
user group for FFR1.

Table 2 
The maximum throughput (Mbps) for the various cell center ratio and users for FFR1

                           Radius 
User

0.3 0.4 0.5 0.6 0.7 0.8 0.9

10 13 12.8 12.5 12 11.6 10.8 10.5
20 16 17.5 20.3 22 22.5 21.5 21
30 19 22 26 29.8 32.5 31.5 27.5
40 21 25.5 31.5 36.5 39 34 27.5
50 23 29.8 36 42 41.5 35 27.5
60 26 33 41.5 45 41.5 36.5 27.5
70 28 37.5 46 45.5 41.5 36.6 27.5
80 31 41 48 46 41.5 37 27.5
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users are 12.5, 20.5, 26, 31.5, 36, 41.5, 46, 48 Mbps, respectively when the center to cell 
radius ratio (Crr) is 0.5. Remarkably, the average throughput is highest for group of 80 and 
70 users when the Crr is 0.5 and the breakdown points for group of 60 and 50 users are at 
Crr 0.6 and 40, 30, 20 users are at 0.7. After those points the throughput linearly decreases 
with the increase of the cell radius ratio. From the above scenario, this can be concluded 
that the highest average throughput observed when the Crr is 50% for the group of 80 users.

The average cell throughput according to the number of users per cell with the various 
cell center radius ratio is being observed in Figure 4 more intuitively. The throughput 
linearly increases for the 30%, 40%, 50% and 60% of center radius ratio, respectively with 
the increase number of users. However, the throughput becomes saturated for the Crr 70%, 
80% and 90% after the certain number of users. The throughput is seen highest when the 
number of users are as higher as 80 at the Crr 50%.

The average performance in Figure 5 and Table 3 is seen in terms of the number of 
FFR2 users with the center radius ratio. The linear rise in performance for the 80, 70, 60, 
50 and 40 users until the specified center-ratio is shown in this chart. On the other side, the 
averages are almost the same for the community of 30 and 40 users, while the performance 
for the category of 10 users is often smaller. Like FFR1, a limit of 60 Mbps for the 80 
users at Crr 0.6 is available. Figures 3 and 5 demonstrate that the average FF2 efficiency 
is higher than FFR2 and the ideal cell center radius is 60%.

Figure 6 shows the representation of the average user output by the cell-to-center ratio. 
For the group of ten to twenty users, for all variations of center radius the variation of the 
throughput values are almost the same. With the center radius ratio from 30% to 70%, the 
output increases linearly with various slopes where 80% and 90% of the output for a given 

Figure 4. The average cell throughput at cell radius 750m according to the number of users per cell to center 
radius ratio
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number of users is saturated. Figure 6 also shows that the 0.6 center ratio is the highest 
throughput for a group of 80 users.

Figure 7 indicates that, for the initial distribution, the community of 80 cell users has 
been done. In the three systems up to 20 consumers, the performance is greater for the 
conventional FR system. The lowest performance for users is roughly 23 Mbps, irrespective 
of where they are in the FR unit, for 20 to 80 users. In comparison, the FFR1, with a linearly 
improvement in efficiency to 30 users, performs more than the FR, which stays practically 
the same for 30 to 80 users.

 FFR2, on the other side, users from 10 to 40 linearly get the improved throughput 
values and it may go up to 36 Mbps for users 40 and is almost constant for about 40 and 
80 users regardless of where they are placed. In addition, the above remarks are clearly 
illustrated in Figure 7, in the fractional frequency reuse 2 (FFR2) schemes due to the equal 

Table 3
The maximum throughput (Mbps) for the various cell center ratio (Crr) and users for FFR2

                                 Radius 
User 0.3 0.4 0.5 0.6 0.7 0.8 0.9

10 10 10.1 10.1 10.1 10.1 111 11
20 19 20.5 20.5 20.5 20.5 20.5 21
30 19 25 29 31.5 31.6 31.8 32
40 19 30 34 40 42 41.6 36
50 19 34 40 46.5 50 43 36.5
60 19 38 45 54 54.5 43.2 36.5
70 19 42 52 57.6 54.5 43.4 36.5
80 19 45 56 60 54.5 44 36.5

Figure 5. Average cell throughput at cell radius 750m according to the variation of cell radius to cell center 
ration with users for FFR2.



Muhammad Sabir Hussain, Nasri Suleiman and Nor Kamariah Noordin

528 Pertanika J. Sci. & Technol. 29 (1): 519 - 531 (2021)

distribution of resource blocks to the inner and outer cell regions that show the highest 
throughput. This mechanism ensures that applications from 40 applications and above have 
equal maximum performance values regardless of where they are. To make a description, 
Figure 7 indicates a clear distinction in cell mean throughput of all three forms of frequency 
reuse schemes, including conventional frequency reuse, FFR1 and FFR2. A significant 
observation is made here on the three distinct cell average scenarios. In terms of average 
throughput, in comparison with the two other frequencies reuse schemes, the FFR2 regime 
results in higher levels. The graph reveals that standard FR has a maximum speed of 23.80 

Figure 6. The average cell throughput at radius 750m according to the number of users per cell to center 
radius ratio for FFR2

Figure 7. Comparison of FR, FFR1 and FFR2 scheme
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Mbps and FFR1 crosses 27.50 Mbps. FR reaches a cumulative flow value of 36.10 Mbps, 
on the other side. Table 4 summarizes the FFR1 and FFR2 potential performance along 
with a number of users and the cell radius node.

CONCLUSION

In this paper, the overall comparative evaluation on traditional Frequency Reuse (FR), 
FFR1 and FFR2 are presented. The general approach to avoid interference problem, 
the investigated mechanisms calculate the per-user SINR, capacity and throughput. It is 
found that the group of 80 users achieves the highest maximum throughput 48 Mbps and 
60 Mbps for FFR1 and FFR2 at the cell radius ratio 0.5 and 0.6, respectively. However, 
at center to cell radius ratio 0.5, the maximum throughput is 55 Mbps for the same user 
group. Therefore, it can be concluded that among the schemes, FFR2 provides the best 
throughput at 0.6 cell radius ratio for 80 users, which are considered as the optimal center 
to cell radius ratio and users, respectively.
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ABSTRACT 

Optical coherence tomography (OCT) is an evolving medical imaging technology that 
offers in vivo cross-sectional, sub-surface images in real-time. OCT has become popular 
in the medical as well as non-medical fields. The technique extensively uses for food 
industry, dentistry, dermatology, and ophthalmology. The technique is non-invasive and 
works on the Michelson interferometry principle, i.e., dependent on back reflections 
of the signal and its interference. The objective is to develop an algorithm for signal 
processing to construct an OCT image and then to enhance the quality of the image using 
image processing techniques like filtering. The image construction was primarily based 
on the Fourier transform (FT) of the dataset obtained by data acquisition. This FT could 

be performed rapidly with the extensively 
used algorithm of fast Fourier transform 
(FFT). The depth-wise information could be 
extracted from each A-scan, i.e., axial scan 
and also the B-scan was obtained from the 
A-scan to see the structure of sample. The 
maximum penetration depth achieved with 
proposed system was 2.82mm for 1024 data 
points. First and second layer of leaf were 
getting at thickness of 1mm and 1.6mm, 
respectively. A-scans for Human fingertip 
gave its first, second and third layer was at a 
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thickness of 0.75mm, 0.9mm and 1.6mm, respectively. A-scans for foam sheet gave its first, 
second and third layer was at a thickness of 0.6mm, 0.75mm, and 0.85mm, respectively.

Keywords: A-scan, b-scan, depth profile, filtering, image processing, optical coherence tomography (OCT), 
signal processing 

INTRODUCTION

With The rapid expansion in the field of medical imaging technologies, a huge amount 
of biomedical image data can be collected by several biomedical techniques like X-ray, 
Magnetic Resonance Imaging (MRI), 3D ultrasound, and Optical Coherence Tomography 
(OCT) (Lee et al., 2019; Drexler & Fujimoto, 2008). Three-dimensional medical modalities 
can examine numerous features of biological features, such as blood flow, structural 
information of organs, and molecular content, which gives a crisp of the scanned object 
(Zhang et al., 2018). The OCT system is also used to analyze the final B-scan image and 
get to a medical conclusion. The main analysis is on the retinal layers (Schönfeldt-Lecuona 
et al., 2020, Chua et al., 2020) and neural layer (Liu et al., 2020) to get the structural 
information.

The principle used for OCT system is Michelson Interferometry (Panta et al., 2019). A 
light source of low coherence is used in Michelson Interferometer, as displayed in Figure 
1. As shown in Figure 1, the source of light beam having broadband spectrum is divided in 
two portions i.e., sample and reference arm by the beam splitter (Tomlins & Wang, 2005). 
Sample and reference arm reflect the signal which forms the pattern of interference and this 
pattern is detected by the spectrometer in which photocurrent of the pattern is measured 
by using the line scanning camera (Lee et al., 2020).

Figure 1. Principle of Michelson interferometer 
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The light falls on line scanning camera where the photocurrent of light is detected with 
the array of pixels to give the intensity corresponding to each wavelength in the bandwidth. 
This data is then taken for the signal processing for the image formation (Tang et al., 2018). 
Figure 1 describes the working principle of Michelson Interferometer, where half-silvered 
beam splitter is used (Kim et al., 2018; Lee et al., 2011). 

Bhatia et al. (2016) described the core of the OCT systems and implemented the 
spectral-domain OCT(SD-OCT). The detected signal from the OCT gives three terms 
of getting in the data, which were constant term, autocorrelation and cross-correlation 
(Bhatia et al., 2016). The different applications of OCT in clinical and non-clinical fields 
are discovered. The spectrometer gives information about one-dimensional data by taking 
the interference signal as an input (Fujimoto & Swanson, 2016; Patil et al., 2020). The 
system uses the signal processing algorithm, which has the blocks of background removal, 
resampling, FFT and DC removal (Choudhari et al., 2017). The system uses the wavelength 
of 840nm with 40nm bandwidth and getting the depth profile which gives imaging depth of 
0.5mm. Zhang et al. (2018) implemented the swept-source OCT (SS-OCT) for imaging the 
choriocapillaris and associated flow voids. The system works on the wavelength of 1060nm 
and bandwidth of 100nm. The final images of choriocapillaris give information regarding 
the diseases and the response of the body to therapies. Petrov et al. (2016) applied the short 
time Fourier transforms in the signal processing, using the window and this window slid 
along the time series. This algorithm takes more time to execute as it is having more point 
FFT, also we see the maximum penetration depth is not much and if we want to image the 
tissue to certain depth we need more penetration depth (Petrov et al., 2016).  

From the literature survey, we have found that the imaging depth in the existing systems 
is typically in the range of 1-2 mm, hence there is a scope of improvement in the imaging 
depth. Therefore, in this paper, we proposed the system which worked on the wavelength 
of 840nm and bandwidth of 64nm and developed the algorithm to increase the maximum 
penetration depth. Also, in OCT, the speckle noise gets added to the final B-scan images. 
This noise is reduced by applying some image processing techniques so as to improve the 
quality of the image for the better interpretation. 

MATERIALS AND METHODS

Signal Processing in OCT

The data acquisition process was executed by implementing Spectral-domain OCT (SD-
OCT). In order to obtain the final OCT images the fundamental blocks were used as shown 
in Figure 2.

In every system some background noise gets added in the system due to reflections of 
room light and electronic devices (Rawat & Gaikwad, 2014). This background noise is an 
important factor in image formation as it disturbs the image, hence it needs to be removed. 
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The phase correction is can be calculated as in Equation 1 (Ali & parlapalli, 2010)

𝜑 𝜔 = −[ 𝑏 ∗ 𝑛2 + (𝑐 ∗ 𝑛3)]     (1)

Where b and c are linear constants; n is a vector of linear elements from -1 to 1.
This phase which is equal and opposite to the physical wavelength-dependent path 

length shift is multiplied to each element of the spectrum in order to compensate the 
dispersion (Marks et al., 2002). The FFT is taken in the last to get the depth resolved 
profile (McKeown, 2010).

Formation of B-scan Image

The mechanism involves scanning the sample along the optical axis. One dimensional 
scanning is performed in the Z-direction, and it is known as the axial scanning or A-scan. 
One dimensional scanning can only give information about the single point of the sample. 
The two-dimensional scanning can be obtained by combining the multiple axial scans. The 

Figure 2. Signal processing algorithm 

The output of the Michelson interference is 
nothing but the interference pattern in the 
form of fringes. The interference pattern 
has the optical light; this optical intensity 
is measured by the spectrometer (Lee et 
al., 2011). As for image formation FFT 
is taken and for which the data must be 
evenly sampled in wavenumber space, for 
this resampling and interpolation blocks 
are followed. The image objects frequently 
used in OCT comprise of dispersive media, 
where the speed for optical frequencies are 
not the same as for different mediums speed 
is different. The individual reflections 
form the sample, and those reflections 
from specific scatters not likely to form 
the point images, rather they blurred by 
dispersion. Due to mismatch between 
the sample and reference arm of the 
interferometer the non-linear phase, which 
is dependent on frequency is introduced 
and by cancelling this phase, the dispersion 
can be compensated.
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two-dimensional scan is also known as B-scan. A scan includes point scanning, whereas 
B scanning involves scanning the entire surface. The flowchart for getting B-scan is as 
shown in Figure 3.  It follows the flow from acquisition of the data from the experimental 
setup of the OCT. The single point data is taken to signal processing algorithm to form a 
depth profile of that particular point. As the data can be processed and 512 axial scans are 
formed. Now for the formations of the B-scan image all these 512 A-scans are stacked 
sequentially to get the final OCT image

Figure 3. Flow chart for B-scan formation

Image Processing in OCT

Low-coherence interferometry is used in the OCT imaging, which introduces some speckle 
noise in the images, and this speckle-noise is the granular noise, seen as black and white 
spots on the images (Frosz et al., 2001). This speckle noise is a ubiquitous artifact that limits 
the interpretation as it profoundly affects the quality, contrast of the image and makes the 
difficulties in analyzing the exceptional features and structures. The back reflections of the 
incident light generates a signal which carries speckle, while due to scattering of photons 
in forwarding and backward direction generates the signal-degrading speckle (Petrov et al., 
2016). The speckle is visible as grainy structures which blurs the details of the structural 
image (Murakami & Ogawa, 2018). As this speckle-noise needs to be removed but removing 
speckle noise removes some useful information also hence the special care should be taken. 
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Therefore, it is crucial to take out the speckle noise with care and for better interpretation, 
image enhancement and filtering techniques are used. Here the median filtering gives the 
best results from other filtering techniques.

Median Filtering

The median filter is an order statistics filter. This filtering technique is used to eliminate the 
noise by preserving the sharp edges in the images. This technique comes under non-linear 
filtering techniques. The impulse noise is also eliminated by the average filtering, in which 
centre pixel is replaced with average of neighbouring pixels, but in this filtering technique, 
the fine details of the image are not preserved and hence the loss of information occurs. 
While in the case of median filtering, the centre pixel is replaced by the median of the 
neighbouring pixel. Median filters are one-dimensional as well as two- dimensional. The 
results of two-dimensional median filters are better than that of one-dimensional median 
filter. The results are shown in the results section.

RESULTS AND DISCUSSION

We had acquired the data from the SD-OCT system setup for three different samples of 
a leaf, human fingertip, and foam sheet. The dataset was in terms of the intensities and 
the respective wavelengths. The data set was then applied to the several steps of signal 
processing algorithm like background subtraction, resampling interpolation, dispersion 
compensation and FFT. The Signal Processing Algorithm gives the Depth profile of the 
sample, i.e., Axial scan (A-scan). This A-scan was obtained after processing algorithm on 
the dataset. The dataset in our case was 512×1024, i.e., a total of 512 A-scans each having 
1024 pixels. The depth profiles for samples like a leaf, human fingertip and foam sheet 
are given in the following part. 

Each A-scan gives the layer-wise depth information about the thickness. The proposed 
system provides maximum penetration depth at 2.82mm for each sample only differing in 
the position of the peaks which is shown in Figures 4, 5 and 6. As each sample had 512 
A-scan in our case and four of them are shown for each sample. The first A-scan from Figure 
4 gave information that the first and second layer were getting at thickness of 1mm and 
1.6mm, respectively. Likewise, the depth information could be extracted from every A-scan.

A-scans for Human fingertip is shown in Figure 5. The information taken out from the 
first A-scan is the first, second and third layer is getting at a thickness of 0.75mm, 0.9mm 
and 1.6mm, respectively.

Another sample was the foam sheet. Foam sheet having multiple layers can be seen by 
the A-scans shown in Figure 6. Also, for foam sheet, the layers are different at each point. 
The layers are coming at 0.6mm, 0.75mm and 0.85mm thickness.
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Figure 4. A-scans of leaf
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Figure 5. A-scans of human fingertip
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Figure 6. A-scans of foam sheet
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Table 1 
 Comparison with existing systems

Year Maximum Depth Number of pixels per A-scan
Bhatia et al., 2016 0.5 nm 128
Lee et al., 2019 2.6 mm 1024
Zhang et al., 2018 3 mm 2048
Patil et al., 2020 2.75mm 1024
Proposed 2.82mm 1024

From Table 1, it is clear that the proposed system gave the maximum penetration depth 
as compared to the existing system for the same number of data points. As for imaging 
the tissues or some sample, the maximum penetration depth should be as high as possible 
with the minimum number of pixels, as with pixel numbers, the complexity increases. 
Now to form the B-scan image we had arranged all these 512 depth profiles, i.e., A-scans 
in a sequential manner followed by Figure 3 and the B-scan images as shown in Figure 7.

This 2-dimensional, i.e., B-scan image gives the structural information about the 
sample. The above B-scan is of a leaf, and the deep middle part indicates the axis of the 
leaf. Likewise, more information can be extracted after the feature extraction technique. 
In similar ways, B-scan for human fingertip, foam sheet and stack tape were obtained and 
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Figure 7. B-scan of leaf (512×512) Figure 8. B-scan image of human fingertip 
(512×512)

B-scan image for figertip

Figure 9. B-Scan of foam sheet (512×512) Figure 10. B-Scan of stack of tape (512×512)

shown in Figures 8, 9 and 10, respectively.  Also, in every B-scan there are some horizontal 
lines, these horizontal lines are due to the system and those can be ignored.

The above B-scan in Figure 8 is of the human fingertip and having the pixel size 
512×512. The image shows the skin layers of the fingertip. The above B-scan is of the 
foam sheet, and it has multiple layers at each point. B-scan image of the stack tape is 
shown in Figure 10.

These B-scan images can be enhanced by using some image processing technique 
like filtering. The impact of different filters on the B-scan image is studied by applying 
different filtering techniques on the sample image. The image quality is improved more 
with two-dimensional median filtering amongst the other techniques like average and 1-D 
filtering. The speckle noise is reduced to some amount after using the filtering technique. 
The results after filtering are shown in Figures 11 to 14.
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Figure 14. Filtering result for stack of tape (512×512)

Figure 11. Filtering result for leaf (512×512)

Figure 12. Filtering result for human fingertip (512×512)

Figure 13. Filtering result for foam sheet (512×512)
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The median filtering is applied in two ways, i.e., 1-dimensional and 2-dimensional. 
The results are better with 2-dimensional median filtering as the method gives the best 
quality images amongst other filtering technique.

CONCLUSIONS AND FUTURE SCOPE

The dataset is obtained by SD-OCT system setup for three different samples like human 
fingertip, leaf, and foam sheet. The signal processing algorithm is executed on the MATLAB 
to get the depth profile at each point. Thus, for every sample, 512 axial scans are collected, 
and each of A-scan is consisted of 1024 pixels, by combining these entire axial scans, 
B-scan image is formed. The maximum penetration depth calculated from the axial scan 
is 2.82mm for 1024 data points. The image processing technique of filtering applied on the 
sample image to see the impact of different filters on the B-scan image. The image quality 
is improved more with two-dimensional median filtering amongst all other techniques.

In future work, the detailed structural information can be obtained by feature extraction 
techniques and by applying some artificial intelligence (Kapoor et al., 2019) and machine 
learning algorithm, the automated analysis can be obtained. 
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ABSTRACT

Inclusion body hepatitis (IBH) is considered one of the re-emerging diseases of avian virus 
that causes economic damage worldwide. IBH is caused by different serotypes of fowl 
adenovirus (FAdV), and most of the FAdV cases in Malaysia are related to the serotype 8b. 
The objective of this study was to determine the molecular markers of UPMT27 Malaysian 
FAdV isolate and to identify the evolutionary relationship through the phylogenetic 
approach. Propagation of the isolate was made in embryonated chicken eggs and chicken 
embryo liver (CEL cells) before it was subjected to viral DNA extraction. Both the fiber 
and hexon genes of the isolate were amplified and sequenced. The sequences were aligned 

with the published FAdV sequences. The 
results showed 100% identity between 
UPMT27 and the previous Malaysian 
isolates. A phylogenetic study showed 
that UPMT27 was closely related to the 
previous Malaysian isolates. Interestingly, 
the substitution of the amino acids was 
consistent between the Malaysia isolates 
of both fiber protein at positions 72 (Serine 
–serine), 101 (Alanine -alanine), 125 
(Glycine-glycine), and hexon protein 85 
(Serine-serine) 160 (Glutamate- glutamate) 
and 205 (Alanine-alanine) respectively. It 
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appeared that the amino acid variations were the indicators for genetic diversity. Thus, 
these findings provide information on the evolutionary relationship between FAdV subtypes 
for IBH prevention.

Keywords: Amino acids, fiber, fowl adenovirus, hexon, inclusion body hepatitis, PCR, phylogenetic analysis

INTRODUCTION

The global spread of fowl adenovirus (FAdV) cases is related to the varieties of the virus 
infection. These disease outbreaks cause significant economic lost in the poultry trade (Li 
et al., 2017). Commercial farm birds especially broilers are susceptible to FAdV infection. 
FAdV is characterized by a wide range of virulence (Mcferan & Smyth, 2000). FAdV 
has been classified as a member of genus of aviadenovirus and divided into 5 molecular 
subgroups (designated as FAdV -A to E). The virus is categorized into twelve serotypes 
(Serotype 1{CELO}, 2, 3, 4, 5, 6, 7, 8a, 8b, 9 and 11) based on their restriction enzyme 
digest patterns, phylogenetic relationships, pathogenicities, neutralizations, molecular 
organizations, and recombinant potentials

The pathogenicity of the virus is associated with a wide range of avian diseases. 
Serotype 1 is associated with gizzard erosion and ulceration (GUE) (Niu et al., 2016), 
while serotype- 4 is the pre-dominant causative agent of hydropericadium syndrome (HHS) 
(Zhang et al., 2018). In addition, serotypes 2, 3, 8a, 8b, 9 and 11 are the etiological agents 
of inclusion body hepatitis (IBH) (Gupta et al., 2018). 

Serotype 8b is a causative agent of most cases of inclusion body hepatitis (IBH) in 
all Asian countries and in South America, Australia, North America, Canada, and South 
Africa (Morshed et al., 2017). 

In Malaysia, cases of IBH among commercial chickens is rising exponentially 
and a vaccine against IBH is not yet available to prevent the outbreaks (Juliana et al., 
2014). Primary cells derived (chicken embryo liver cells) from 13-14 days SPF chicken 
embryonated eggs are frequently used for virus propagation and attenuation (Mansoor et 
al., 2011). IBH cases in Malaysia, were first isolated in 2005 from commercial broilers 
chickens with high mortality and poor broiler performance due to serotype 8b and caused 
significant impact to the poultry industry (Norfitriah et al., 2018). Since then, the outbreaks 
have also been reported in several states of Malaysia involving major poultry producing 
areas (Norina et al., 2016). 

Previous studies revealed that the fiber and hexon proteins were the major structural 
proteins of fowl adenovirus, in which the serotype, group and subgroup-specific antigenic 
determinants were located as demonstrated in the virus virion surface (James & Edward, 
2011). Subsequently, the major antigenic determinant was located on the fiber and hexon 
genes, the virus encoded those proteins during viral replication, which penetrated into the 
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nucleus of host cells (Wang & Zhao, 2019). Nevertheless, there is a scanty of information 
on the roles of these proteins. It has been speculated that the fiber protein may play a vital 
role for virus attachment and internalization of the virus into the host cell (Wang & Zhao, 
2019). 

Among the three major structural proteins, hexon comprises the largest portion of the 
virus protein and is divided into two major parts namely conserved and variable loops. 
Conserved regions are further divided into two fragments namely P1 and P2 located in 
the internal capsid side and play a major role in structural stability of hexon protein. 
The external capsid side of hexon forms three intertwined loops known as L1, L2 and 
L4 that are not conserved and exposing different surfaces between serotypes to form 
type-specific epitopes Research indicates, that the L1 loop was found to be longest and 
complex in mastadenovirus while L3 loop buried internally and more conserved to stabilize 
the interface between P1 and P2 conserved regions. The antigenic specificity region or 
epitope is situated in the hypervariable region in loop 1 and loop 2 of the hexon. It is the 
predominant target for the induction of serotype specific neutralizing antibodies. Previous 
study indicates that the hexon gene is associated with the FAdV pathogenicity that plays 
a major role in virus neutralization antibody (Rux & Burnett, 2003). It has been reported 
that amino acid substitution in the variable region of L1 of a cell culture-based adapted 
FAdV strain resulted in complete attenuation (Majdi & Hair-Bejo, 2015).

The fiber protein is one of the major surface-exposed capsid structure of adenovirus, 
which is responsible for virus antigenicity and harbour type-specific epitopes. It is 
characterized by the formation of projection and bound noncovalently to the penton base 
involved in virus entry into the host cell and implicated in the variation of virulence of 
FAdVs. The fiber protein is divided into 3 domains which involve tail, shaft, and head or 
knob comprising some specific features (Grgić et al., 2013). 

The fiber protein, specifically the head or the knob region is characterized as a receptor-
binding domain and the fiber molecule is a critical factor associated with the infection 
properties of AdV , such as alterations in tissue tropism and virulence. In addition, it had 
been established that an amino acid substitution in the fiber protein of a FAdV serotype 
could cause a difference in pathogenicity (Pallister et al., 1996). The shaft domain is 
located between the tail and head of the fiber protein. The unique special, feature in the 
shaft domain of human adenovirus is the detection of 22 pseudo-repeats’’ of 15 amino acid 
residues, most with a Proline (P) or Glycine (G) in a common position and with common 
substituting of hydrophobic and hydrophilic amino acids (aa) and play an important role in 
the b-strand formation. The shaft region constitutes the largest portion of the fiber protein 
its specific role toward virulence was not established but, the presence of corresponding 
amino acid motif ‘‘VYPF’’ at position (55-56 amino acid), involved in the penton base 
interaction (Grgić et al., 2014).
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The penton protein enhances interactions with cellular components and the virus-
neutralizing antibody (Wang & Zhao, 2019).

Therefore, the objectives of this study were to identify amino acid variations 
between the UPMT27 isolate and other previous isolates and to establish its evolutionary 
relationships with other FAdV isolates worldwide.

MATERIALS AND METHODS

Viral Strain

FAdV UPMT27 was isolated from the liver of a 27-day old broiler chicken in Tawau, 
Sabah, Malaysia in 2017 outbreak with 2% mortality. The infected broiler chicken exhibited 
classical IBH clinical signs such as severe depression, ruffled feathers, and crouching 
positions. On necropsy, the affected chickens had pale, swollen, friable, hemorrhagic livers 
with focal to extensive necrosis, gizzard erosions and basophilic intranuclear inclusion 
bodies in hepatocytes (Popowich et al., 2018). 

Preparation of Chicken Embryo Liver Cells (CELs) 

Primary chicken embryo liver (CEL) cells were derived from 13-15 days old SPF eggs based 
on Soumyalekshmi et al. (2014) with slight modifications. The livers of SPF embryonated 
chicken eggs were aseptically removed and washed twice with x1 ml of PBS, pH 7.4. The 
liver tissues were gently minced and transferred into a sterile beaker, 0.25% trypsin-EDTA 
solution was added, and the mixture shaken for 20 minutes. The trypsinised livers cells were 
gently decanted and sterile gauze tied to a beaker was used to filter the liver cells.  Growth 
medium DMEM (High glusose, L-glutamine; sodium pyruvate, Biosera) supplemented 
with 10% foetal bovine serum (FBS; Hyclone) and 1x antibiotics penicillin streptomycin 
solution was added to the filtrate at the rate of 10 ml / 100ml to stop the activity of trypsin. 
Subsequently the cells were centrifuged at 350g for 5 minutes at 4°C. The supernatant was 
decanted, and growth medium was added to the cell pellet. The cell concentrations were 
adjusted to 5.0x106 cell/ml of the medium and 5 ml of the cell suspension were seeded 
in 25cm2 tissue culture flasks until a 70% monolayer was formed. Tissue culture flasks 
containing complete monolayers were infected with 0.1 ml FAdV (UPMT27), maintained 
at 37°C in a 5% CO2 incubator and observed for cytopathic effect (CPE) daily. After CPEs 
was established, the flasks were freeze- thawed 3 times and the cells were transferred into 
50 ml centrifuge tubes and centrifuge at 350 xg for 5 min and the supernatants were gently 
harvested by pipette and stored at –20°C until use. 

Extraction of Virus Genomic DNA  

The FAdV genomic DNA extraction was carried out using (Analytikjena innu PREP viral, 
Germany). DNA extraction was performed in a fresh 2.0 µl tube. A mixture containing 
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200 μl of CBV/ carrier mix, 200 µl of viral supernatant and 20 µl of the proteinase K were 
vigorously mixed and incubated at 700C (water bath) for 10 minutes. After the incubation, 
400 µl of the Binding solution (SBS) were added to the lysate cells and vortexed. The 
mixture was applied to the spin filter and centrifuged at 10, 000g for 5 minutes. The filtrate 
was discarded, and the spin filter was placed in a new 2.0 ml receiver tube. Then 650 µl 
washing solution (LS) was added to the spin column and centrifuged at 10, 000g for 5 
minutes. The steps were repeated once and the spin filter was placed in a new 2.0 ml receiver 
tube and centrifuged at 10, 000g for 5 minutes. The receiver tube was also discarded to 
remove all traces of ethanol. The spin filter was placed into a new 1.5 ml elution tube. Then, 
60 µl of preheated nuclease free water were added into the column and it was incubated at 
room temperature for 2 minutes and subsequently centrifuged at 8, 000 xg for 1 minute. The 
concentration of the genomic DNA was quantified by spectrophotometry (Beckman, USA).

DNA Amplifications of Fiber and Hexon Genes

The DNA amplifications of the fiber and hexon gene for the detection of FAdV were 
performed using MyTaq™Mix (Bioline, UK) based on the recommended protocol. 
Primers were designed based on FAdV accession numbers KT862811 retrieved from the 
GenBank (Marek et al., 2016) for the hexon and the fiber genes, respectively. HexonF/
HexonR (HexonF: 5′-ATG GCC GCG TTT ACA CC-3′ and HexonR: 5′-TTA CAC AGC 
GTT ACC GG -3′) and FiberF/FiberR (FiberF: 5′-ATG GCG ACC TCG ACT CC-3′ and 
FiberR: 5′-TTA AGG AGC GTT GGC GG-3′) were used to amplify the complete hexon 
gene and the partial fiber gene. 

PCR amplification was performed on a PCR thermocycler (C1000 Touch™ Thermal 
Cycler (BIO-RAd, USA). The PCR mixture of 50 μl containing 2 μl (10 pmol) of both 
forward and reverse primers, 25 μl MyTaq™Mix, 1 μl/ng DNA template and 22 μl 
nuclease-free water was subjected to the following thermal condition protocol: 950C for 
1min, followed by 30 cycles of 950C for 15s, 51°C-60°C (Gradient) for 15s, and 720C for 
1 min, followed by a final elongation step of 1min at 720C. Agarose gel electrophoresis 
(1% (w/v) agarose gel) was used to examine the PCR products of the isolate under study 
together with the positives controls isolates for hexon gene (KY305955) and fiber gene 
(KY305945) at 125 V for 40 min (iNtRON). The gel was then visualized under Gel doc 
(transillumination UV BIO- RAD). PCR products of the expected lengths, of fiber (882 bp) 
and hexon (2900 bp) were purified using a kit (Analytikjena innu PREP viral, Germany). 

The PCR product of the positive samples was then subjected to the purification process. 
A mixture of 50 µl of PCR product and 500 µl of binding buffer were mixed in a reaction 
tube and vortexed. The mixture was transferred into a spin filter and centrifuged at 11, 000 
xg for 3 minutes and flow-through was discarded. The spin filter was placed into a new 
elution tube, 50 µl of the RNase- free water were added directly onto the spin filter and 
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incubated for 1 minute at room temperature. After the 1 minute incubation, the mixture 
was centrifuged at 11, 000 xg for 1 minute. The purified PCR products were then sent for 
nucleotide sequencing using   hexon and fiber primers (HexonF/HexonR) (FiberF/FiberR) 
respectively

Nucleotide, Amino Acid Sequencing and Phylogenetic Analysis
The nucleotide sequence results were assembled and examined using BioEdit (USA ver.6.0; 
Therapeutics, Ibis). 

The nucleotide sequence determined were 882 bp-long, corresponds to 294 amino 
acid sequence covering the shaft region of the fiber gene. But only 558 bp –long of the 
fiber gene were used for further nucleotide sequence analysis which correspond to position 
30644 to 31232 in the fiber gene of the reference strain KT862811 (Marek et al., 2016) 
encompassing the shaft region of the fiber gene. Meanwhile, the nucleotide sequence used 
for hexon analysis were 2900 bp-long corresponds to 996 amino acid sequence covering the 
Loop 1 of the gene. But only 556 bp long of the hexon were used for further analysis which 
correspond to position 26377 to 26933 in the hexon gene of the reference strain KT862811 
(Marek et al., 2016) encompassing the Loop 1 region of the hexon gene. UPMT27 isolates 
was aligned with the 28 and 27 published sequences for fiber and hexon respectively to 
identify the nucleotides homology among the FAdV strains. The fiber and the hexon gene 
sequences were successively submitted to the NCBI database GenBank and were given 
the following accession numbers for fiber (MT233531) and hexon (MT233532). 

A total of 28 and 27 complete FAdV fiber gene (Table 1) and hexon gene (Table 2) 
sequences were aligned with the reference sequences retrieved from Genbank were used 
for the construction of the phylogenetic tree. All sequences were aligned by CLUSTAL W’. 
Distance-based neighbor joining phylogenetic trees were constructed using the Tamura–Nei 
model available in the program MEGA 6.0 with 1,000 bootstrap replicates used to evaluate 
them (Niu et al., 2016).  

Nucleotide sequences of fiber and hexon genes generated from the UPMT27 and 
published FAdV isolates were translated into amino acids residues and analyse the similarity 
and variation of amino acid substitution between the isolate under study (UPMT27) and 
the published FAdV isolate. 

RESULTS 
DNA fragments of the expected lengths of the fiber gene 882 bp (Figure 1) and hexon genes 
2900 bp (Figure 2) were observed in the agarose gel. Nucleotide sequence analysis revealed 
that the isolate of this study had high nucleotide identity [E value = 0, 99% identity] with 
the Malaysian isolates for fiber (KU517714, KY305954, KY305955 and KY305950) and 
hexon genes (KU517714, KY305954, KY305955, and KY305950) (Juliana et al., 2014; 
Norfitriah, 2018)
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Table 2
Fowl adenovirus hexon gene sequences retrieved from NCBI for phylogenetic analysis

S/N Strain Accession Number Group* Reference
1 Strain 8b 764                                                       KT862811       E Marek et al., 2016
2 UPM T27 MT233532 E This study
3 UPM04217  KU517714 E Juliana et al., 2014
4 UPM1137E10 KY911366 E Norfitriah, 2018
5 UPM1137E15 KY911367 E Norfitriah, 2018

Table 1 
Fowl adenovirus fiber gene sequences retrieved from NCBI for phylogenetic analysis

S/N Strain Accession Number Group* Reference
1 Strain 8b 764                                                       KT862811    E Marek et al., 2016
2 UPMT27*    MT233531  E This study
3 UPM04217      KU517714       E Juliana et al., 2014
4 UPM1137E15                                                KY305953                                E Norfitriah, 2018
5 UPM1137E10                                                 KY305955                                                                       E Norfitriah, 2018
6 UPM1137E5                                              KY305954                                                                   E Norfitriah, 2018
7 UPM1137CEL35                                           KY305956                                                                         E Norfitriah, 2018
8 UPM1137CEL25                                            KY305950                                                                         E Norfitriah, 2018
9 UPM1137CEL10                                             KY305957                                                                      E Norfitriah, 2018
10 QD2016 MF577036 E Unpublished
11 Strain HG GU734104   E Grgić et al., 2011
12 SD1356   MG712775                       E Unpublished
13 Vac-2005                                                                                                                                    KT037704                                       E Unpublished
14 VIC-2/430-06                                                   KT037705   E Unpublished
15 NSW-5/100931                                               KT037708                                   E Unpublished 
16 NZ-1/101151-1 KT037709 E Unpublished
17 ON NP2                                                 KP231537                           D Slaine et al., 2016
18 HBQ12                                            KM096545                              D Zhao et al., 2015
19 MX95-S11                                                       KU746335                                                                          D Unpublished
20 CH/HNJZ/2015                                                        KU558760                             C Unpublished
21 AG234                                        MK572850                           C Unpublished
22 HLJFAd15                                                            KU991797                             C  Unpublished
23 Strain-340 HE608155 B Marek et al., 2012
24 40440-M/2015                                                        MG953201 B Unpublished
25 Isolate-340                                                              FR872928 B Marek et al., 2012
26 Strain-340 KC493646 B Marek et al., 2013
27 Strain A-OTE FN557183 A Marek et al., 2010
28 CELO U46933 A Chiocca et al., 1996

Note. UPMT27 * Indicate the isolate use in this present study 
Group*= FAdV grouping (A-E)
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Table 2 (continue)
S/N Strain Accession Number Group* Reference
6 UPM1137CEL15 KY305953.1                   E Norfitriah, 2018
7 UPM1137CEL 10            KY305944.1         E Norfitriah, 2018
8 Strain HG GU734104                     E Grgić et al., 2011
9 SD16-116           KY426984                    E Niu et al., 2016
10 SD1356  MG712775 E Huang et al., 2019
11 ID-HCL-038                             MG765468                     E Unpublished
12 USP-BR-420                     KY229168           E Unpublished
13 Strain-764 AF508958  D Meulemans et al., 2004
14 SD15-24 KY426992     D Unpublished
15 ON NP2                                                 KP231537 D Slaine et al., 2016
16 JL/1407 KY012057 D Unpublished
17 ZZ-Isolate MN337322 C Unpublished
18 HN/151025 KU245540 C Unpublished
19 SDSX1 KY636400 C Unpublished
20 SD1601/FAdV4 MH006602 C Unpublished
21 AG234 MK572850 C Unpublished
22 CH/GDYF/201706 MK387062 C Unpublished
23 CH/HNJZ/2015 KU558760 C Unpublished
24 CELO-CORR MK572875 A Schachner et al., 2019
25 CELO U46933A A Chiocca et al., 1996
26 Strain-340 KC493646B B Marek et al., 2016
27 LYG MK757473 B Unpublished

Note. UPMT27 * Indicate the isolate use in this present study 
Group*= FAdV grouping (A-E)

Figure 1. Amplification of hexon gene (2900 bp) 
using primer pair HexonF/HexonR of UPM T27 fowl 
adenovirus and reference isolates. M: DNA Ruler 1 
kb+; Lane 1: Positive control [KY305955] (Norfitriah 
et al., 2018) and Lane 2: UPM T27.  

Figure 2. Amplification of fiber gene (882 bp) 
using primer pair FiberF/FiberR of UPMT27 fowl 
adenovirus and reference isolates. M: DNA Ruler 1 
kb+; Lane 1: Positive control (KY305945) (Norfitriah 
et al., 2018) and Lane 2: UPMT27. 

882 bp
2900 bp
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Phylogenetic analyses based on the nucleotide sequences of the fiber and hexon genes 
revealed that UPMT27 was closely related to the Malaysian isolates (Juliana et al., 2014; 
Norfitriah, 2018) for fiber gene (Figure 3) and hexon gene (Figure 4) and shared common 
ancestors with FAdV serotypes 8b under group E 

The multiple sequence alignment in the fiber gene shows that UPMT27 and Malaysian 
isolates (KU517714, KY305954, KY305955 and KY305950) (Juliana et al., 2014; 
Norfitriah, 2018) exhibit identical patterns of amino acid substitution at positions 72 
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Figure 3. Sequence identity and phylogenetic analysis of partial fiber gene based on the 558 nucleotide bases 
in shaft region with 28 references isolates are labeled. At major nodes are indicated bootstrap values. UPMT27 
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(Serine –serine), 101 (Alanine -alanine), 125 (Glycine-glycine) respectively (Table 3). The 
result shows consistent amino acid substitution between UPMT27 and reference isolate 
KT862811 (Marek et al., 2016).

However, multiple sequence alignment of amino acids of the hexon gene shows that 
UPMT27 and Malaysian isolates (KU517714, KY305954, KY305955, and KY305950) 
(Juliana et al., 2014; Norfitriah, 2018) exhibit similar pattern of amino acid substitution 

Figure 4. Sequence identity and phylogenetic analysis of partial hexon gene based on the 556 nucleotide 
bases in Loop 1 region with 27 references isolates are labeled. At major nodes are indicated bootstrap values. 
UPMT27 is labeled in red box

Malaysian isolates

D

A

C

E

B
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(Table 4) at positions 79 (Alanine-alanine), 85 (Serine-serine) 160 (Glutamate- glutamate), 
205 (Alanine-alanine) respectively. The result further revealed that there is variation in 
amino acid substitution between UPMT27 isolate and group B isolates [KC 493646; 
MK757473] (Marek et al., 2016) at positions 79 (Alanine-valine), 85 (Serine- alanine) 

Table 3 
Molecular marker substitutions in the fiber protein of UPMT27 and reference FAdV strains retrieved from 
the NCBI GenBank

S/N Accession 
Number Group* Serotypes

Amino acid (aa) 
substitution and position Reference

72 101 125
1 KT862811    E Strain 8b S A G Marek et al., 2016
2 MT233531  E Strain 8b S A G This study
3 KU517714       E Strain 8b S A G Juliana et al., 2014
4 KY305953                                E Strain 8b S A G Norfitriah, 2018
5 KY305955                                                                       E Strain 8b S A G Norfitriah, 2018
6 KY305954                                                                   E Strain 8b S A G Norfitriah, 2018
7 KY305956                                                                         E Strain 8b S A G Norfitriah, 2018
8 KY305950                                                                         E Strain 8b S A G Norfitriah, 2018
9 KY305957                                                                      E Strain 8b S A G Norfitriah, 2018
10 MF577036 E Strain 8b S A V Unpublished
11 GU734104   E Strain 8b S A G Grgić et al., 2011
12 MG712775                       E Strain 8b S A V Unpublished
13 KT037704                                       E Strain 8b S A G Unpublished
14 KT037705   E Strain 8b S A G Unpublished 
15 KT037708                                   E Strain 8b S A G Unpublished
16 KT037709 E Strain 8b S A G Unpublished
17 KP231537                           D * A G D Slaine et al., 2016
18 KM096545                              D * A G D Zhao et al., 2015
19 KU746335                                                                          D * A G D Unpublished
20 KU558760                             C Strain 4 G D G Unpublished
21 MK572850                           C Strain 4 S D G Unpublished
22 KU991797                             C Strain 4 S D G  Unpublished
23 HE608155 B Strain 5 T G G Marek et al., 2012
24 MG953201 B Strain 5 T G G Unpublished
25 FR872928 B Strain 5 T G P Marek et al., 2012
26 KC493646 B Strain 5 T G P Marek et al., 2013
27 FN557183 A Strain 1 R K S Marek et al., 2010
28 U46933 A Strain 1 R K S Chiocca et al., 1996

 Note. UPMT27 * Indicates the isolate used in this present study 
Group*= FAdV grouping (A-E)
*= Non-classified strain  
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160 (Glutamate- leucine), 205 (Alanine-arginine) respectively as shown in Table 4. 
Subsequently, prominent amino acid changes were also observed in other FAdV groups 
(C, D and E) (Table 4).

Table 4 
Molecular marker substitutions in the hexon protein of UPMT27 and reference FAdV strains retrieved from 
the NCBI GenBank

S/N Accession 
Number Group* Serotypes

Amino acid (aa) 
substitution and position Reference
85 160 205

1 KT862811       E Strain 8b A L V Marek et al.,2016
2 MT233532 E Strain 8b S E A This study
3 KU517714 E Strain 8b S E A Juliana et al., 2014
4 KY911366 E Strain 8b S E A Norfitriah, 2018
5 KY911367 E Strain 8b S E A Norfitriah, 2018
6 KY305953                   E Strain 8b S E A Norfitriah, 2018
7 KY305944         E Strain S E A Norfitriah, 2018
8 GU734104                     E Strain 8b S E A Grgić et al., 2011
9 KY426984                    E Strain 8b S E A Niu et al., 2016
10 MG712775 E Strain 8b S E A Unpublished
11 MG765468                     E Strain 8b S E A Unpublished
12 KY229168           E Strain 8b S E A Unpublished
13 AF508958  D Strain -9 S E A Meulemans et al., 2004
14 KY426992     D * V K A Unpublished
15 KP231537 D * V K A Slaine et al., 2016
16 KY012057 D * V K A Unpublished
17 MN337322 C Strain 4 V Q A Unpublished
18 KU245540 C Strain 4 V Q E Unpublished
19 KY636400 C Strain 4 V Q A Unpublished
20 MH006602 C Strain 4 V Q A Unpublished
21 MK572850 C Strain 4 V R A Unpublished
22 MK387062 C Strain 4 V Q A Unpublished
23 KU558760 C Strain 4 V Q A Unpublished
24 MK572875 A * V Q A Schachner et al., 2019
25 U46933 A Strain 1 V Q A Chiocca et al., 1996
26 KC493646 B Strain 5 A L R Marek et al., 2016
27 MK757473 B Strain 5 A L A Unpublished

Note. UPMT27 * Indicate the isolate use in this present study 
Group*= FAdV grouping (A-E)
*= Non-classified strain  
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DISCUSSION

On a global scale, an incessant outbreak of FAdV has been reported, predominantly 
within the last 15 years (Schachner et al., 2019). To date, at least one, but more often a 
combination of more than one FAdV associated condition has been reported from every 
continent. The first cases of FAdV in Asian continent was reported by Hair-bejo, 2005 from 
the outbreak in commercial farm in Perak, Malaysia in 2004 and serotype 8b of group E 
is the predominant etiological agent of IBH which is an economically important disease 
for the poultry industry (Majdi & Hair-Bejo, 2015). 

The PCR result showed that DNA fragments of the expected lengths of the fiber (882 
bp) and hexon genes (2900 bp) were successfully amplified (Figure 1 & 2). This indicated 
the presence of the virus in the CELs. Also confirmed that CELs derived from embryonated 
eggs was a sensitive medium for the isolation and propagation of FAVs.

The phylogenetic analysis of the 588 nt bases of the fiber gene showed that UPMT27 
was closely related to Malaysian isolates (KU517714, KY305954, KY305955, and 
KY305950) (Juliana et al., 2014; Norfitriah, 2018) (Figure 3). Similarly, high nucleotide 
identity was also observed (E value = 0, 99% identity) (Norfitriah, 2018). These results 
showed that UPMT27 shared common ancestors with FAdV serotypes 8b under group E 
which were the predominant serotypes of FAdV causing IBH in Asian continent

The multiple sequence alignment of the fiber and hexon sequences had categorized the 
FAdV references sequences into 5 diverse divisions. From the phylogenetic tree it has been 
observed that FAdV strain 7, 8a, and 8b are classified from the same ancestor under group E.

This topology agreed with the latest ICTV classification of FAdV with 5 independent 
clusters designated as Subgroup A-E. 

Correspondingly, the phylogenetic analysis of the 556 nt bases of the hexon gene 
indicated that UPMT27 was clustered phylogenetically with the Malaysian isolates 
KU517714, KY305954, KY305955, and KY305950) (Juliana et al., 2014; Norfitriah, 
2018). Nucleotide identity was also consistent with the Malaysian isolates (KU517714, 
KY305954, KY305955, and KY305950) (Juliana et al., 2014; Norfitriah, 2018) (E value 
= 0, 99% identity). It also shared common ancestors with FAdV serotypes 8b under group 
E which were the major serotypes of FAdV causing IBH in Asian continent.

Amino acids changes in the fiber and the hexon genes due to viral adaptation in the 
primary cell line played vital roles in virus attenuation (Shah et al., 2017). We postulated that 
amino acids changes might be considered as virus makers for pathogenecity. This agreed 
with the work reported by Zhang et al. (2018) which showed that amino acid differences in 
the fiber gene knob domain as well as in the hexon gene L1 loop domain were implicated 
in the differences in tissue tropism and virulence for human and canine adenoviruses. 

The nucleotide sequencing results demonstrated that the UPMT27 isolate was 
genetically related to Malaysian isolates in both fiber and hexon genes. Multiple sequence 
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alignment results showed that there was no amino acid difference in the fiber gene between 
UPMT27 and Malaysian isolates exhibit similar amino acid substitution at positions 72 
(Serine –serine), 101 (Alanine -alanine) and 125 (Glycine-glycine) respectively (Table 3). 
Hence, the amino acids similarities in the fiber gene between UPMT27 and the Malaysian 
isolates indicated that the result was consistent with the phylogenetic results, which showed 
that the isolate under study was genetically related to the Malaysian isolates and could 
also be categorized under serotype 8b and group E, the causative agent of inclusion body 
hepatitis outbreaks in Malaysia. 

The amino acid changes were observed between UPMT27 and isolates in group C 
at different position (Table 3). Hence, these patterns of amino acid changes indicated the 
genetic variations that existed amongst FAdV isolates and this could be simply suggested as 
a determinant for pathogenicities differences among FAdV isolates. This result agreed with 
a previous work done by Ojkic and Nagy (2000) who reported that amino acid changes in 
the fiber protein alone in FAdV isolates within the same serotype might caused differences 
in their pathogenicities. 

Based on the hexon gene, the results showed similarity between UPMT27 and the 
Malaysian isolates (Table 4). The consistency of similar amino acid substitution indicated 
that UPMT27 was genetically related to the Malaysian isolates. In addition, it was observed 
that there was a difference in amino acid substitution between UPMT27 and KC493646 
and MK757473 at position 79 (Alanine-valine), 85 (Serine- alanine) 160 (Glutamate- 
leucine) and 205 (Alanine-arginine) respectively. This finding was expected as KC493646 
and MK757473 are classified under serotype B. Nevertheless, the ability to make this 
distinction that they are not from the same serotype and group is important because not 
all 12 FAdV serotypes are pathogenic.

CONCLUSION

This study showed that UPMT27 is closely related to the other Malaysian isolates 
categorized under subtype 8b of group E which is the predominant subtype in Malaysia, 
causing inclusion body hepatitis outbreaks. In addition, amino acids changes indicated that 
the isolate under study was evolutionary related with the Malaysian isolates. That emerged 
as poultry threats in 2005. Our data suggest that molecular and phylogenetic studies based 
on the fiber and hexon genes may play important roles in characterizing FAdV isolates and 
identification of virulence markers. 

ACKNOWLEDGEMENTS

This work was funded by the Higher Institute Centre of Excellent (HICoE) grant (6369101) 
from the Higher Education Ministry of the Malaysian Government. Also, the authors 
would like to thank the Laboratory of Vaccine and Immunotherapeutics, IBS, Universiti 



Molecular Markers and Phylogenetic Analysis of Fowl Adenovirus

561Pertanika J. Sci. & Technol. 29 (1): 547 - 563 (2021)

Putra Malaysia for allowing us to conduct all the experiments there. The authors would 
also like to show appreciation to Professor Dr. Soon Guan Tan, formerly Associate Editor 
of Elsevier Editorial System, Gene, for proofreading the manuscript

REFERENCE
Chiocca, S., Kurzbauer, R., Schaffner, G., Baker, A., Mautner, V., & Cotten, M. (1996). The complete DNA 

sequence and genomic organization of the avian adenovirus CELO. Journal of Virology, 70(5), 2939-2949.

Grgić, H., Yang, D. H., & Nagy, É. (2011). Pathogenicity and complete genome sequence of a fowl adenovirus 
serotype 8 isolate. Virus Research, 156(1-2), 91-97. doi: https://doi.org/10.1016/j.virusres.2011.01.002

Grgić, H., Poljak, Z., Sharif, S., & Nagy, É. (2013). Pathogenicity and cytokine gene expression pattern 
of a serotype 4 fowl adenovirus isolate. PloS One, 8(10), 1-10. doi: https://doi.org/10.1371/journal.
pone.0077601

Grgić, H., Krell, P. J., & Nagy, É. (2014). Comparison of fiber gene sequences of inclusion body hepatitis (IBH) 
and non-IBH strains of serotype 8 and 11 fowl adenoviruses. Virus Genes, 48(1), 74-80. 

 Gupta, A., Popowich, S., Ojkic, D., Kurukulasuriya, S., Chow-Lockerbie, B., Gunawardana, T., ... & Tikoo, S. 
K. (2018). Inactivated and live bivalent fowl adenovirus (FAdV8b+ FAdV11) breeder vaccines provide 
broad-spectrum protection in chicks against inclusion body hepatitis (IBH). Vaccine, 36(5), 744-750. doi: 
https://doi.org/10.1016/j.vaccine.2017.12.047

Hair-Bejo, M. (2005). Inclusion body hepatitis in a flock of commercial broiler chickens. Journal of Veterinary 
Malaysia, 17(1), 23–26.

Huang, Q., Ma, X., Huang, X., Huang, Y., Yang, S., Zhang, L., ... & Xu, C. (2019). Pathogenicity and complete 
genome sequence of a fowl adenovirus serotype 8b isolate from China. Poultry Science, 98(2), 573-580. 
doi: https://doi.org/10.3382/ps/pey425

James, N. M., & Edward, J. D. (2011). Fenner’s veterinary viriology (4th Edition). San Diego, USA: Academic 
Press.

Juliana, M. A., Nurulfiza, M. I., Hair-Bejo, M., Omar, A. R., & Aini, I. (2014). Molecular characterization of 
fowl adenoviruses isolated from inclusion body hepatitis outbreaks in commercial broiler chickens in 
Malaysia. Pertanika Journal of Tropical Agriculture Science, 37(4), 483-497.

Li, P. H., Zheng, P. P., Zhang, T. F., Wen, G. Y., Shao, H. B., & Luo, Q. P. (2017). Fowl adenovirus serotype 4: 
Epidemiology, pathogenesis, diagnostic detection, and vaccine strategies. Poultry Science, 96(8), 2630-
2640. doi: https://doi.org/10.3382/ps/pex087

Mansoor, M. K., Hussain, I., Arshad, M., & Muhammad, G. (2011). Preparation and evaluation of chicken 
embryo-adapted fowl adenovirus serotype 4 vaccine in broiler chickens. Tropical Animal Health and 
Production, 43(2), 331-338. doi: https://doi.org/10.1007/s11250-010-9694-z

Majdi, A., & Hair-Bejo, M. (2015, February 23-27). Pathogenicity of Malaysian fowl adenovirus isolates in 
specific pathogen free chickens. In 10th Proceedings of the Seminar of Veterinary Sciences (pp. 15-20). 
Faculty of Veterinary Medicine, Universiti Putra Malaysia, Malaysia.



Salisu Ahmed, Abdul Razak Mariatulqabtiah, Mohd Hair Bejo, Abdul Rahman Omar, Aini Ideris and Nurulfiza Mat Isa

562 Pertanika J. Sci. & Technol. 29 (1): 547 - 563 (2021)

Marek, A., Kaján, G. L., Kosiol, C., Benkő, M., Schachner, A., & Hess, M. (2016). Genetic diversity of species 
Fowl aviadenovirus D and Fowl aviadenovirus E. Journal of General Virology, 97(9), 2323-2332. doi: 
https://doi.org/10.1099/jgv.0.000519

Marek, A., Kosiol, C., Harrach, B., Kajan, G. L., Schlotterer, C., & Hess, M. (2013). The first whole genome 
sequence of a fowl adenovirus B strain enables interspecies comparisons within the genus aviadenovirus. 
Journal Veterinary Microbiology, 166(1-2), 250-256. doi: https://doi.org/10.1016/j.vetmic.2013.05.017

Marek, A., Schulz, E., Hess, C., & Hess, M. (2010). Comparison of the fibers of fowl adenovirus A serotype 
1 isolates from chickens with gizzard erosions in Europe and a pathogenic reference strains. Journal of 
Veterinary Diagnostics, 22(6), 937-941. doi: https://doi.org/10.1177/104063871002200613

Marek, A., Nolte, V., Schachner, A., Berger, E., Schlötterer, C., & Hess, M. (2012). Two fiber genes of 
nearly equal lengths are a common and distinctive feature of Fowl adenovirus C members. Veterinary 
Microbiology, 156(3-4), 411-417. doi: https://doi.org/10.1016/j.vetmic.2011.11.003

McFerran, J. B., & Smyth, J. A. (2000). Avian adenoviruses. Revue Scientifique Et Technique (International 
Office of Epizootics), 19(2), 589-601.

Meulemans, G., Couvreur, B., Decaesstecker, M., Boschmans, M., & van den Berg, T. P. (2004). Phylogenetic 
analysis of fowl adenoviruses. Journal of Avian Pathology, 33(2), 164-170. doi: https://doi.org/10.1080
/03079450310001652086

Morshed, R., Hosseini, H., Langeroude, A. G., Fard, M. H. B., & Charkhkar, S. (2017). Fowl adenoviruses 
D and E cause inclusion body hepatitis outbreaks in broilers and broilers breeder pullet flocks. Avian 
Disease, 61(2), 205-210. doi: https://doi.org/10.1637/11551-120516-Reg.1

Niu, Y. J., Sun, W., Zhang, G. H., Qu, Y. J., Wang, P. F., Sun, H. L., & Liu, S. D. (2016). Hydropericardium 
syndrome outbreak caused by fowl adenovirus serotype 4 in China. Journal of General Virology, 97, 
2684-2690. doi: https://doi.org/10.1099/jgv.0.000567

Norfitriah, M. S. (2018). Development of live attenuated Fowl adenovirus isolate of Malaysia for future 
production of vaccine (PhD Thesis). Universiti Putra Malaysia, Malaysia.

Norfitriah, M. S., Hair-Bejo. M., Omar, A. R., Aini, I., & Nurulfiza, M. I. (2018). Molecular detection and 
pathogenicity of fowl adenovirus isolated from disease outbreak in commercial layer farm. International 
Journal of Agriculture Sciences and Veterinary Medicine, 6(1), 73-84.

Norina, L., Norsharina, A., Nurnadiah, A., Redzuan, I., Ardy, A., & Nor-Ismaliza, I. (2016). Avian adenovirus 
isolated from broiler affected with Inclusion body hepatitis. Malaysian Journal of Veterinary Research, 
7(2), 121-126.

Ojkic, D., & Nagy, É. (2000). The complete nucleotide sequence of fowl adenovirus type 8. Journal of General 
Virology, 81(7), 1833-1837.doi: https://doi.org/10.1099/0022-1317-81-7-1833

Pallister, J., Wright, P. J., & Sheppard, M. (1996). A single gene encoding the fiber is responsible for variations 
in virulence in the fowl adenoviruses. Journal of Virology, 70(8), 5115-5122.

Popowich, S., Gupta, A., Chow-lockerbie, B., Ayalew, L., Ambrose, N., Ojkic, D., … & Suresh, K. (2018). 
Broad spectrum protection of broiler chickens against inclusion body hepatitis by immunizing their broiler 



Molecular Markers and Phylogenetic Analysis of Fowl Adenovirus

563Pertanika J. Sci. & Technol. 29 (1): 547 - 563 (2021)

breeder parents with a bivalent live fowl adenovirus vaccine. Research in Veterinary Science, 118, 262-
269. doi: https://doi.org/10.1016/j.rvsc.2018.03.003

Rux, J. J., & Burnett, R. M. (2003). Structural and phylogenetic analysis of adenovirus hexons by use of high-
resolution X-ray crystallographic, molecular modeling, and sequence based methods. Journal of Virology, 
77, 9553-9566. doi: 10.1128/JVI.77.17.9553-9566.2003

Schachner, A., Gonzalez, G., Endler, L., Ito, K., & Hess, M. (2019). Fowl Adenovirus (FAdV) Recombination 
with Intertypic Crossovers in Genomes of FAdV-D and FAdV-E, Displaying Hybrid Serological 
Phenotypes. Viruses, 11(12), 1-24. doi: https://doi.org/10.3390/v11121094

Shah, M. S., Ashraf, A., Khan, M. I., Rahman, M., Habib, M., Chughtai, M. I., & Qureshi, J. A. (2017). Fowl 
adenovirus: history, emergence, biology and development of a vaccine against hydropericardium syndrome. 
Archives of Virology, 162(7), 1833-1843. doi: https://doi.org/10.1007/s00705-017-3313-5

Slaine, P. D., Ackford, J. G., Kropinski, A. M., Kozak, R. A., Krell, P. J., & Nagy, E. (2016). Molecular 
characterization of pathogenic and non-pathogenic fowl aviadenovirus serotype 11 isolates. Journal of 
Microbiology, 62(12), 993-1002. doi: https://doi.org/10.1139/cjm-2016-0297

Soumyalekshmi, S., Ajith, M. K., & Chandraprakash, M. (2014). Isolation of fowl adenovirus in chicken 
embryo liver cell culture and its detection by hexon gene based PCR. Journal of Science Research and 
Technology, 2(3), 33-36.

Wang, Z., & Zhao, J. (2019). Pathogenesis of Hypervirulent Fowl Adenovirus Serotype 4: The Contributions 
of Viral and Host Factors. Viruses, 11(8), 1-10. doi: https://doi.org/10.3390/v11080741

Zhang, Y., Liu, R., Tian, K., Wang, Z., Yang, X., Gao, D., ... & Zhao, J. (2018). Fiber2 and hexon genes are 
closely associated with the virulence of the emerging and highly pathogenic fowl adenovirus 4. Emerging 
Microbes and Infections, 7(1), 1-10. doi: https://doi.org/10.1038/s41426-018-0203-1

Zhao, J., Zhong, Q. I., Zhao, Y., Hu, Y. X., & Zhang, G. Z. (2015). Pathogenicity and complete genome 
characterization of fowl adenoviruses isolated from chickens associated with inclusion body hepatitis 
and hydropericardium syndrome in China. PloS One, 10(7), 1-14. doi: https://doi.org/10.1371/journal.
pone.0133073





Pertanika J. Sci. & Technol. 29 (1): 565 - 592 (2021)

ISSN: 0128-7680
e-ISSN: 2231-8526

Journal homepage: http://www.pertanika.upm.edu.my/

© Universiti Putra Malaysia Press

Article history:
Received: 20 July 2020
Accepted: 07 December 2020
Published: 22 January 2021

ARTICLE INFO

DOI: https://doi.org/10.47836/pjst.29.1.30

SCIENCE & TECHNOLOGY

E-mail addresses:
amirshahlan@ump.edu.my (Mohd Amir Shahlan Mohd-Aspar)
rzahirah@ump.edu.my (Raihana Zahirah Edros)
amilin@iium.edu.my (Norul Amilin Hamzah)
* Corresponding author

Optimisation and Evaluation of Antibacterial Topical 
Preparation from Malaysian Kelulut Honey using Guar Gum 
as Polymeric Agent

Mohd Amir Shahlan Mohd-Aspar1, Raihana Zahirah Edros1* and 
Norul Amilin Hamzah2

1Faculty of Chemical and Process Engineering Technology, Universiti Malaysia Pahang, Lebuhraya Tun 
Razak, 26300 Kuantan, Pahang, Malaysia
2The Pathology and Laboratory Medicine Department, International Islamic University Malaysia (IIUM) 
Medical Centre, 25200 Kuantan, Pahang, Malaysia

ABSTRACT

The study aims to formulate and optimise topical antibacterial preparation using Malaysian 
kelulut honey as the active ingredient and guar gum as the polymeric agent. Response 
surface methodology (RSM) was used to optimise the preparation. The acidity, honey 
concentration, and guar gum concentration were the independent variables. Meanwhile, the 
zone of inhibitions on Staphylococcus aureus ATCC6538 and Escherichia coli ATCC8739 
were the response variables. The optimal preparation was evaluated on its physicochemical 
properties, viscosity, antibacterial efficacy, and stability. The antibacterial efficacy of the 
optimal preparation was compared to the commercial antibacterial gel (MediHoney™, 
Comvita). The optimal preparation was formulated at pH 3.5, honey concentration of 90% 
(w/v), and guar gum concentration of 1.5% (w/v). The inhibition zones measured on S. 
aureus ATCC6538 was 16.2 mm and E. coli ATCC8739 was 15.8 mm, respectively. The 
optimal preparation showed good physicochemical properties and effective antibacterial 
properties. However, the viscosity of the preparation was reduced by more than 50% during 
the six months of the stability study. Guar gum is a potential polymeric agent in preparing 

kelulut as topical preparation with effective 
antibacterial properties. Consideration of 
additional stabilising or preservative agent 
is recommended to overcome the reduction 
of viscosity over time. 

Keywords: Antibacterial properties, guar gum, 
Malaysian kelulut, topical preparation 
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INTRODUCTION

Honey has been successfully applied as a topical preparation in the treatment of wound 
infection. Other than antibacterial properties, other additional characteristics of honey such 
as non-irritant, non-toxic, self-sterile, nutritive, and easy application (Boukraâ, 2014; Ismail, 
2016) enhance its potential of being effectively utilised as a topical agent. Among various 
types of honey, manuka is most commonly used as an agent to prevent bacterial infection. 
Manuka, with its Unique Manuka Factor (UMF) of 10+ and above, is documented as the 
medical-grade honey used in clinical application as an antibacterial agent (Tan et al., 2009). 
In Malaysia, several types of honey are actively harvested, including tualang, kelulut, 
and acacia. These types of honey were studied and found to possess potent antibacterial 
properties, including bacteriostatic and bactericidal effects (Jalil et al., 2017; Tuksitha et al., 
2018; Yaacob et al., 2018). Interestingly, kelulut was revealed to have higher antibacterial 
properties comparable to manuka honey for preventing the growth of common pathogenic 
bacterial species, such as Pseudomonas aeruginosa (Mohd-Aspar & Edros, 2019). Although 
described to possess potent antibacterial properties, the report of kelulut honey utilisation 
as an agent to prevent bacterial infection is lacking.

Honey harvested from the tropical rainforest in Malaysia contained high moisture 
content (exceeding 20%), causing it to be less viscous, diluted, and unsuitable to be directly 
applied without improving its rheological properties. The honey could not remain on the 
site of action for as long as necessary and maintain a concentration within an effective 
range to promote bacteriostatic and bactericidal effects (El-Kased et al., 2017; Zhu et al., 
2019). In this study, the rheological properties of Malaysian honey have been improved 
for the topical application using natural polymeric agents, i.e., guar gum. 

The objective of this study was to evaluate the potential development of a topical 
preparation from Malaysian kelulut honey with the employment of guar gum as the 
polymeric agent. To maximise the effect on the prevention of bacterial growth, the 
preparation was optimised by considering the most effective pH, honey concentration, and 
polymeric agent concentration used. The optimisation was performed through response 
surface methodology (RSM). The optimal preparation was evaluated on its physicochemical 
properties, antibacterial efficacy, and stability to confirm its quality. As for antibacterial 
efficacy, the commercially available antibacterial gel (MediHoney™) was used as a basis 
for comparison.

MATERIALS AND METHODS

Honey Samples

Kelulut honey sample was obtained from a local apiarist and aseptically stored in sterile 
bottles. The honey was harvested in March 2016 from the farm located at Guar Batu 
Hitam, Kodiang, Kedah, Malaysia. Information on the collected honey was recorded in 
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the Certificate of Analysis (CoA) obtained during the purchase of the honey, accredited by 
the authorised institution, the Malaysian Agriculture Research and Development Institute 
(MARDI). An additional assay using the RapidRaw™ method developed by the Malaysia 
Genome Institute (MGI) to confirm the purity of the honey sample was included. The 
honey was stored in sterile glass bottles for experimental work and kept away from direct 
sunlight at room temperature in a dark plastic container.

Materials and Reagents

The guar gum was purchased from Sigma, USA. Sodium benzoate and triethanolamine 
(TEA) were purchased from Bendosen, Malaysia. 

Bacteria

The study had employed 8 standard strains and 14 clinically isolated strains of common 
wound-infecting bacteria. The eight standard bacterial strains obtained from the American 
Type Culture Collection (ATCC, USA) were kindly supplied by the Department of 
Pathology and Laboratory Medicine, International Islamic University Malaysia Medical 
Centre (IIUMMC) and Central Laboratory, Universiti Malaysia Pahang (UMP). The 
strains included three Gram-positive bacteria, i.e., Staphylococcus aureus ATCC 6538, 
Streptococcus pyogenes ATCC 19615, and Enterococcus faecalis ATCC 29212, and five 
Gram-negative bacteria, i.e., Escherichia coli ATCC 8739, Pseudomonas aeruginosa 
ATCC 9027, Salmonella typhimurium ATCC 14028, Proteus mirabilis ATCC 12453, and 
Klebsiella pneumoniae ATCC BAA 1144. The 14 clinically isolated bacteria were primarily 
obtained from the Department of Pathology and Laboratory Medicine, International Islamic 
University Malaysia Medical Centre (IIUMMC). These included five Gram-positive 
bacteria, i.e., S. aureus, Staphylococcus hominis, Staphylococcus haemolyticus, S. pyogenes, 
and Streptococcus agalactiae and another nine Gram-negative bacteria, i.e., E. coli, P. 
aeruginosa, Salmonella sp., P. mirabilis, Proteus vulgaris, K. pneumoniae, Acinetobacter 
baumannii, Enterococcus cloacae, and Enterococcus aerogenes. The bacteria were re-
cultured in nutrient or soy agar and incubated at 37°C for 24 h, known as primary culture. 

The working bacterial culture was prepared by inoculating a loop of primary culture 
into sterile screw-capped test tubes containing 10 mL of broth and incubated in a shaking 
incubator for 24 h at 37°C and rotational speed of 150 rpm. The prepared working bacteria 
cultures were adjusted to 0.5 McFarland standard, equivalent to 1.5 × 108 CFU/mL. They 
were prepared based on optical density by diluting the working bacteria into the fresh 
sterile broth and adjusted to be in the absorbance range of 0.08 to 0.13 (Franklin et al., 
2012). The absorbance of the prepared cultures was measured using Ultraviolet-Visible 
Spectrophotometer UV-1800 (Shimadzu, Japan) at the reference wavelength of 600 nm.
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Preparation of the Antibacterial Topical Preparation

The preparation of kelulut honey was performed by dissolving the desired amount of 
guar gum in sterile deionised water with continuous stirring for 1 h until the polymer was 
completely soaked in water. This step was followed by the addition of 0.02% (w/v) sodium 
benzoate (Bendosen, Malaysia) as a preservative in the preparation. The desired amount 
of honey was added to the mixture with continuous stirring for another 30 min until the 
honey was dissolved. The final volume of each preparation was set to 100 mL by adding 
sterile deionised water. The preparation was kept in a sterile, wide-mouth glass container 
covered with a lid and stored at 28°C for 24 h for complete swelling.

Optimisation of the Preparation

The preparation was set at its optimum antibacterial properties through the RSM. The 
experimental domain is defined as the antibacterial properties of the preparation. The 
three independent variables are acidity, honey concentrations (%, w/v), and guar gum 
concentrations (%, w/v), designated as X1, X2, and X3, respectively. The inhibition zone 
(mm) on S. aureus ATCC 6538 and E. coli ATCC 8739 were collected as the response 
variables designated as Y1 and Y2, respectively. S. aureus and E. coli were selected because 
these species were commonly isolated from infected wounds and had various mechanisms 
of resistance towards antibacterial agents (Brudzynski & Sjaarda, 2014; Peacock & 
Paterson, 2015).

In each of the independent variables X1, X2, and X3, the optimum parameters were 
determined within the range set during the optimisation work. The details of the values set 
during the optimisation process are tabulated in Table 1. The low and high levels were set 
between pH of 3.5 and 6.5 for acidity (X1), 50% and 90% (w/v) for honey concentration 
(X2), and 1.0% and 2.0% (w/v) for the guar gum concentration (X3), respectively. The axial 
points were obtained based on the range defined for low and high levels which used to 
obtain an efficient estimation of the quadratic model (Morshedi & Akbarian, 2014; Wang 
et al., 2011).

Table 1
Actual values of the independent variables for the optimisation process

Factor Low-level 
axial point

Low-level 
factorial

Centre point High-level 
factorial

High-level 
axial point

X1: pH 2.48 3.50 5.00 6.50 7.52
X2: Honey 
concentration 
(%, w/v)

36.36 50.00 75.00 90.00 103.64

X3: Guar gum 
concentration 
(%, w/v)

0.66 1.00 1.50 2.00 2.34
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In this study, the RSM based on central composite design (CCD) was used to optimise 
the antibacterial properties of the preparation. According to the CCD, the total number of 
experimental combinations is based on Equation 1 below (Anitha & Pandey, 2016; Shekar 
et al., 2014):

2𝑘 + 2𝑘 + 𝑛0         [1]

Where k is the number of independent variables and n0 is the number of repetitions of the 
experiments at the central points. In this study, three independent variables were involved 
(k = 3) with five replicates at the centre points (n0 = 5), leading to a total of nineteen runs. 
The details of the 19 experimental runs are tabulated in Table 2.

The Design of Experts Software (DOE version, 7.1.3, STAT-EASE Inc., Minneapolis, 
USA) was used for Analysis of Variance (ANOVA), regression, and graphical analyses of 
the data obtained. The regression model, three-dimensional response graph, and desirability 
function to get the optimum combinations of independent variables were plotted using the 
same software. In ANOVA, the analysis included overall model significance, correlation 
coefficient (R), and determination coefficient (R2) that measure the goodness of fit of the 
regression model.

Table 2 
Experimental design of the central composite design

Run
Factor

X1: pH X2: Honey concentration (%, w/v) X3: Guar gum concentration (%, w/v)
1 3.50 50.00 1.00
2 6.50 50.00 1.00
3 3.50 90.00 1.00
4 6.50 90.00 1.00
5 3.50 50.00 2.00
6 6.50 50.00 2.00
7 3.50 90.00 2.00
8 6.50 90.00 2.00
9 2.48 70.00 1.50
10 7.52 70.00 1.50
11 5.00 36.36 1.50
12 5.00 103.64 1.50
13 5.00 70.00 0.66
14 5.00 70.00 2.34
15 5.00 70.00 1.50
16 5.00 70.00 1.50
17 5.00 70.00 1.50
18 5.00 70.00 1.50
19 5.00 70.00 1.50
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Measurement of Inhibition Zone

This assay was used during the optimisation process and after optimisation of the 
preparation process. In this assay, soy agar was used to grow E. faecalis and S. pyogenes, 
while nutrient agar was used to grow the remaining bacteria, i.e., S. aureus, E. coli, P. 
aeruginosa, S. typhimurium, P. mirabilis, and K. pneumonia. The nutrient and soy agar 
were prepared by dissolving 23 g and 40 g of agar powder to 1 L of distilled water and 
later autoclaved at the pressure of 100 kPa and temperature of 121°C for 20 min. The agars 
were allowed to cool down slightly and was poured into 90 mm × 15 mm (Brandon™, 
Malaysia) Petri dishes.

The working bacterial culture, which was adjusted to 0.5 McFarland bacteria 
concentration, was prepared. A volume of 100 µL of the adjusted 0.5 McFarland culture 
was spread onto the agar using the pour plate technique. Upon inoculation, 6 mm diameter 
wells were cut on the agar surface. The plate was divided into four quadrants, and a single 
well was created in each quadrant to contain 80 µL of the preparation. The plates were 
incubated at 37°C for 24 h. The inhibition zones diameters were measured in millimetres 
(mm), based on the diameter of the circles formed around the tested well areas in which 
the bacterial colonies did not grow. This diameter is inclusive of the 6 mm well diameter 
that was used to occupy the tested preparation. Each test was carried out in triplicate, and 
the average values were calculated. 

Based on the inhibition zones measured, the sensitivity of bacteria towards the 
preparation was categorised as not sensitive, sensitive, very sensitive, and extremely 
sensitive, as previously described (Moussa et al., 2012). The not sensitive category was 
denoted by the diameter of inhibition zone of lower than 8 mm, sensitive for the diameter 
between 8 to 14 mm, very sensitive for the diameter between 15 to 19 mm, and extremely 
sensitive for the diameter of 20 mm and above.

Evaluation of the Optimal Preparation

The optimal preparation resulting from the optimisation process was evaluated in terms of 
physicochemical properties, antibacterial efficacy, and stability. This is essential to decide 
on adequate and reliable preparation.

Physicochemical Properties

The physicochemical properties of the optimal preparation were evaluated in terms of 
physical appearance, colour, homogeneity, grittiness, lump formation, viscosity, and pH. 
The viscosity was measured using Viscometer VL210001 (Fungilab, Spain), spindle 
number R5, at 100 rotations per min. Meanwhile, the pH was measured using the pH meter 
SevenCompact™ (Mettler Toledo, USA).
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Centrifugation Test

The centrifugation test was performed using a refrigerated centrifuge 5810R (Eppendorf, 
Germany), as previously described by Dantas et al.  (2016). It was performed by adding 
10 g of the preparation in a tapered test tube and was subjected to a cycle of 151g for 30 
min at 25°C. 

Antibacterial Efficacy

The antibacterial efficacy of the optimal preparation was evaluated for its inhibition effect 
and bactericidal effect. For both evaluations, the experiments were performed on 22 
bacterial species, including 8 standard strains and 14 clinical strains, as previously listed.

Measurement of Inhibition Zone. Prior to investigating the potency to inhibit bacterial 
growth, a study was conducted to measure the inhibition zone of bacterial strains when 
exposed to the preparation. This was performed qualitatively using the agar well diffusion 
assay, as previously described, to gain an understanding of the sensitivity of bacteria 
towards the preparation (Moussa et al., 2012; Sherlock et al., 2010). The diameters of the 
inhibition zone were measured in mm, including the diameter of the well created. Each 
test was carried out in triplicate, and the average values were calculated. The commercially 
available topical preparation formulated using manuka honey (MediHoney™) was used 
as the basis of comparison.

Bactericidal Effect. The bactericidal effect of the optimal preparation was determined using 
a tube dilution method, which was adapted from a previous antibacterial study (Shagana 
& Geetha, 2017). An equal volume of 0.5 mL of the preparation was mixed with 0.5 mL 
of freshly prepared broth in a screw cap tube (Jain et al., 2016; Shagana & Geetha, 2017). 
Then, a loopful of the test organism adjusted to 0.5 McFarland was transferred into the 
tube (Dewanjee et al., 2008). A tube containing 1 mL of broth and seeded with the test 
organism was used as a control. The prepared tubes were then incubated in the incubator 
shaker at 37°C and a rotational speed of 150 rpm for 24 h. After overnight incubation, a 
loopful suspension was suspended and inoculated onto freshly prepared Trypticase Soy 
Agar (TSA) using the streak plate method. Then, the plate was incubated for another 24 
h in 37°C before being observed for bacterial growth. A plate with no visible bacterial 
growth (indicated by the formation of the bacterial colony) was considered to possess 
a bactericidal effect. In contrast, the plate with visible bacterial colony formation was 
considered to have no bactericidal effect.
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Stability Study

Evaluation of the stability of the optimal preparation was adapted from previous studies 
(Chen et al., 2016; Dantas et al., 2016; Majumdar et al., 2018) with slight modification. 
The preparation was kept in glass containers and stored for long-term and accelerated 
conditions, i.e., at 25°C ± 2/60% ± 5 relative humidity (RH) and 40°C ± 2/75% ± 5 RH, 
respectively, for 6 months and evaluated at 0, 1, 2, 3, and 6 months. The storage conditions 
were set according to the International Council of Harmonisation of Technical Requirement 
for Pharmaceuticals for Human Use (ICH) guideline (World Health Organisation, 2018). 
The evaluations were observed based on the colour, pH, homogeneity, viscosity, and 
antibacterial efficacy, which were conducted similar to the procedures described in the 
previous sections. In the measurement of the inhibition zone and bactericidal effect, three 
Gram-positive strains, i.e., S. aureus ATCC 6538, E. faecalis ATCC, and S. pyogenes; and 
three Gram-negative strains, i.e., E. coli ATCC 8739, K. pneumonia, and E. aerogenes 
were considered.

RESULTS AND DISCUSSION

Optimisation of the Antibacterial Topical Preparation

A total of 19 runs were generated from RSM with different combination levels of pH, the 
concentration of honey, and the concentration of guar gum. The observed responses from 
each run are tabulated in Table 3.

Based on the findings, the inhibition zones measured ranged from 7.8 ± 0.00 mm to 
14.6 ± 0.58 mm on S. aureus and 8.0 ± 0.58 mm to 14.5 ± 0.50 mm on E. coli. The largest 
zones of inhibition of 14.6 ± 0.58 mm and 14.5 ± 0.50 mm were measured on S. aureus 
and E. coli, respectively, in run number 9. In contrast, the smallest zones of inhibition of 
7.8 ± 0.29 mm and 8.0 ± 0.58 mm were measured on S. aureus and E. coli, respectively, 
in run number 4.

The relationship between independent and response variables was determined through 
the application of multiple regression analysis on the experimental data to generate a 
second-order polynomial model. The generated models were described as Equation 2 and 
Equation 3 representing the analysis of data for S. aureus and E. coli, respectively.

𝑌1 = 9.13 − 2.09𝑋1 + 0.51𝑋2 + 0.12𝑋3 − 0.11𝑋1𝑋2 + 0.34𝑋1𝑋3 +

0.31𝑋2𝑋3 + 0.76𝑋12 + 0.14𝑋22 + 0.07𝑋32   [2]

𝑌2 = 8.97− 1.98𝑋1 + 0.48𝑋2 − 0.023𝑋3 − 0.57𝑋1𝑋2 + 0.25𝑋1𝑋3 +

0.20𝑋2𝑋3 + 0.96𝑋12 + 0.17𝑋22 + 0.15𝑋32  [3]
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The effect of pH (X1) is more prominent in both equations compared to the concentration 
of honey (X2) and guar gum concentration (X3). This is due to the coefficient of X1 with the 
value of 2.09, which is 4-fold and 17-fold higher than the coefficient of X2 and X3, with 
values of 0.51 and 0.12 for Equation 2. This also applies to Equation 3 with a value of 
1.98 for X1, which is 4-fold and 86-fold higher compared to X2 and X3, with values of 0.48 
and 0.023, respectively. 

The significant impact of each term in the second-order polynomial equation was 
evaluated through ANOVA, and the results are tabulated in Table 4. The degree of 
significance for every term in the equation, including linear (X1, X2, X3), quadratic (X1

2, 
X2

2, X3
2), and combination (X1X2, X1X3 and X2X3) were analysed at 95% confident interval 

(P-value < 0.05) ( Ammer et al., 2016; Madiha et al., 2017).
Among the linear terms, the effects of pH (X1) and honey concentration (X2) on the 

inhibition zones were highly significant, as shown by their respective P-values, with PX1 

<0.0001 and PX2 = 0.0051 for S. aureus, and PX1 <0.0001 and PX2 = 0.0067 for E. coli. In 
contrast, guar gum concentration (X3) had an insignificant effect on the inhibition zones 

Table 3
Responses for the experimental runs

Run
Factor Response of inhibition zone (mm)

X1 X2 X3 S. aureus (Y1) E. coli (Y2)
1 3.50 50.00 1.00 12.7 ±0.58 12.3 ±1.04
2 6.50 50.00 1.00 7.8 ±0.29 8.5 ±0.58
3 3.50 90.00 1.00 12.8 ±0.76 13.7 ±0.00
4 6.50 90.00 1.00 7.8 ±0.29 8.0 ±0.58
5 3.50 50.00 2.00 11.0 ±0.50 10.7 ±0.58
6 6.50 50.00 2.00 7.8 ±0.00 8.3 ±0.58
7 3.50 90.00 2.00 12.7 ±0.58 13.3 ±0.29
8 6.50 90.00 2.00 8.7 ±0.58 8.2 ±0.29
9 2.48 70.00 1.50 14.6 ±0.58 14.5 ±0.50
10 7.52 70.00 1.50 7.8 ±0.00 8.5 ±0.58
11 5.00 36.36 1.50 8.2 ±0.76 8.3 ±0.29
12 5.00 103.64 1.50 10.7 ±0.58 10.2 ±0.58
13 5.00 70.00 0.66 8.5 ±0.58 8.7 ±0.58
14 5.00 70.00 2.34 10.0 ±0.00 9.7 ±0.50
15 5.00 70.00 1.50 8.7 ±0.58 8.5 ±0.58
16 5.00 70.00 1.50 9.7 ±0.58 9.0 ±0.00
17 5.00 70.00 1.50 9.3 ±0.58 9.3 ±0.58
18 5.00 70.00 1.50 9.0 ±0.00 8.8 ±1.04
19 5.00 70.00 1.50 9.0 ±1.00 9.3 ±0.58

The symbol ± represents the standard deviation, which was calculated between three biological replicates. 
Student’s t-test shows significant differences for the data collected (P-value < 0.05)
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for both S. aureus and E. coli, with PX3 = 0.4100 and PX3 = 0.8696, respectively. As for 
quadratic terms, only X1

2 was significant for both S. aureus and E. coli, with PX1
2
 = 0.0004 

for S. aureus and PX1
2
 < 0.0001 for E. coli. Meanwhile, X2

2 and X3
2 were insignificant with 

PX2
2
 = 0.3332 and PX3

2
 = 0.6233 for S. aureus, and PX2

2
 = 0.2598 and PX3

2
 = 0.3105 for E. coli. 

Meanwhile, none of the combination terms had a significant effect on the inhibition zones. 
The results suggest that pH and honey concentrations have a significant relationship with 
the inhibition zones, as a small variation in the values considerably altered the inhibition 
zone for both S. aureus and E. coli. The results are in agreement with previous studies in 
which pH and honey concentration influenced antibacterial properties of honey (Johnston 
et al., 2018; Kateel et al., 2018).

According to Table 4, results of the ANOVA demonstrated that the model was highly 
significant, with P-value <0.0001 for both S. aureus and E. coli, indicating that the polynomial 
models, as expressed by Equation 2 and Equation 3, provide a reliable description of the 
responses. In addition, the ANOVA also showed a statistically insignificant lack of fit with 
P-value = 0.2028 and 0.1413 for S. aureus and E. coli, respectively, indicating an adequate 
prediction of responses by the model (Wang et al., 2011).

 The coefficients of determination R2 = 0.9691 and 0.9689, as described in Table 5, 
imply that the zone of inhibition is attributed to the given independent variables. The 
R2 values indicate that 97% of the total variation is explained by the model, and the 
remaining 3% of unexplained conditions is contributed by unknown factors. The adjusted 
determination coefficients (adjusted R2 = 0.9697 and 0.9689) are also high, indicating 
good accuracy and ability of the polynomial model to predict the response trend. It can be 
concluded that the second-order polynomial models are adequate to describe the inhibition 

Table 4 
Analysis of variance (ANOVA) of the quadratic model

Factors
Inhibition zone on S. aureus Inhibition zone on E. coli 

P-value Model term P-value Model term
X1 <0.0001 Significant <0.0001 Significant
X2 0.0051 Significant 0.0067 Significant
X3 0.4100 Not Significant 0.8696 Not Significant
X1X2 0.5468 Not Significant 0.0110 Not Significant
X1X3 0.0931 Not Significant 0.1989 Not Significant
X2X3 0.1160 Not Significant 0.2961 Not Significant
X1

2 0.0004 Significant <0.0001 Significant
X2

2 0.3332 Not Significant 0.2598 Not Significant
X3

2 0.6233 Not Significant 0.3105 Not Significant
Model <0.0001 Significant <0.0001 Significant
Lack of fit 0.2028 Not significant 0.1413 Not significant

Significant at 5% level (P-value < 0.05)
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zone with the response to pH, honey concentration, and guar gum concentration as the 
independent variables. 

Response Surface Analysis

The interaction between independent variables; X1X2, X1X3, and X2X3, as indicated in 
Equation 2 and Equation 3, can be visualised using 3D response surface and 2D contour 
plots, as shown in Figure 1 for S. aureus ATCC 6538 and Figure 2 for E. coli ATCC 
8739. These plots are important to illustrate the effects of independent variables and their 
interactions on the response variables.

Figure 1 (a) and Figure 2 (a) show the 3D plots and their corresponding contour plots, 
showing the effect of pH (X1) and honey concentration (X2) on the inhibition zones of S. 
aureus and E. coli, while the concentration of guar gum (X3) was fixed at its middle level, 
which was 1.5% (w/v). At pH between 3.5 and 6.5, the concentration of honey was directly 
proportional to the inhibition zone for both S. aureus and E. coli regardless of the pH level. 
In contrast, the pH was inversely proportional to the inhibition zone at any concentration of 
honey between 50% and 90% (w/v). The analysis of Figure 1 (a) and Figure 2 (a) showed 
that the optimal pH was at the lowest pH, i.e., at 3.5 and the honey concentration was at 
90% (w/v) due to the largest inhibition zone estimated at these conditions. The finding is 
congruent with a study that reported the effectiveness of acidity in preventing bacterial 
growth (El-Kased et al., 2017). The reason for larger inhibition zones at strong acidic 
pH compared to neutral pH could be due to the unbefitting bacterial growth condition, 
which required pH between 6.6 to 7.0 (Jones et al., 2015). Furthermore, the antimicrobial 
properties of compounds such as flavonoids and phenolic acids available in kelulut honey 
were reported to increase at lower pH (Sanchez-Maldonado et al., 2011). As for the 
concentration of honey, the increased diameter of the inhibition zone with an increased 
concentration of honey can be explained by the increase in antibacterial compounds, such 
as phenolic acids and flavonoids, which increased as the concentration of honey increased 
(Bakar et al., 2017; Tuksitha et al., 2018). In addition, the degree of sugar content naturally 
present in kelulut honey will also lead to a potential increase in osmotic pressure to inhibit 
the growth of bacteria (Dluya, 2016). These findings are similar to the previous study that 
found a higher inhibition zone in response to increments of honey concentration used in 
honey-based preparations (El-Kased et al., 2017).

Table 5 
Coefficient of correlation (R) and coefficient of determination (R2) of the quadratic model

Inhibition zone on S. aureus Inhibition zone on E. coli 
R2 0.9691 0.9689
Adjusted R2 0.9383 0.9379
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Figure 1 (b) and Figure 2 (b) depict the 3D plots and their corresponding contour 
plots showing the effects of pH (X1) and guar gum concentration (X3) on inhibition zones 
of S. aureus and E. coli, while the honey concentration was fixed at its middle level, i.e., 
at 70% (w/v). There was a lack of interaction between pH and guar gum concentration on 
the zones of inhibition. As the preparations were formulated with guar gum concentration 
between 1.0% and 2.0% (w/v), the zones of inhibition remained unchanged for both 
S. aureus and E. coli, regardless of the variation in pH level. Similarly, as the pH was 
increased from 3.5 to 6.5, the inhibition was decreased without being affected by guar 

Figure 2. Response surface plot showing the effect 
of pH (X1), honey concentration (X2), and guar gum 
concentration (X3) on inhibition zones against E. coli 
ATCC 8739 (Y1). (a) X1X2, (b) X1X3, and (c) X2X3

(a)

(b)

(c)

(a)

(b)

(c)

Figure 1. Response surface plot showing the effect 
of pH (X1), honey concentration (X2), and guar gum 
concentration (X3) on inhibition zones against S. aureus 
ATCC 6538 (Y1). (a) X1X2, (b) X1X3, and (c) X2X3



Antibacterial Topical Preparation from Malaysian Kelulut Honey

577Pertanika J. Sci. & Technol. 29 (1): 565 - 592 (2021)

Figure 3. Formation of inhibition zone on: (a) S. aureus ATCC 6538; and (b) E. coli ATCC 8739 (right) in 
response to optimal preparation prepared using guar gum as polymeric agent

(a) (b)

gum concentration. This indicates that the pH and guar gum concentration did not show 
any interaction affecting the zone of inhibition. The analysis of Figure 1 (b) and Figure 2 
(b) revealed that there was no optimal concentration of guar gum in the inhibition zones 
of S. aureus and E. coli. The insignificant effect could be due to the use of a narrow range 
of guar gum concentration between 1% and 2%. Although the range has been reported to 
significantly affect the rheological properties of the preparation (Mulye et al., 2014), it 
does not significantly affect the zone of inhibition.

Figure 1 (c) and Figure 2 (c) present 3D plots and their corresponding contour plots 
showing the effect of honey concentration (X2) and guar gum concentration (X3) on the 
inhibition zones of S. aureus and E. coli, while the pH was fixed at its middle level, i.e., 5.0. 
Based on the results obtained, honey concentration is directly proportional to the inhibition 
zones of both S. aureus and E. coli regardless on the variation of guar gum concentrations 
between 1.0% and 2.0% (w/v). As for the guar gum concentration, the inhibition zones 
were consistent at any tested concentrations between 1.0% and 2.0% (w/v) regardless of 
the concentration of honey used. Thus, it can be concluded that there is a lack of interaction 
between the concentration of honey and guar gum in response to the inhibition zone. 

According to the analysis, the inhibition zones of 12.7 mm for S. aureus and 13.1 
mm for E. coli were predicted for the optimal preparation with pH of 3.5, the honey 
concentration of 90% (w/v), and guar gum concentration of 1.5% (w/v). The experiments 
were performed to verify the results, and the observed responses are tabulated in Table 
6. Based on the conducted experiment, the inhibition zones obtained are 12.5 mm for S. 
aureus and 13.5 mm for E. coli, respectively (Figure 3). The results were congruent to the 
model’s prediction, with the percentage of difference of 1.6% for S. aureus and 3.1% for E. 
coli, respectively. The findings confirmed the reliability of the models developed to predict 
the responses with less than 10% variation (Madiha et al., 2017; Shahzad et al., 2012).
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Table 6
Summary of the predicted and observed responses for the optimal preparation

Factor Optimal value
pH 3.5
Honey concentration (%, w/v) 90
Guar gum concentration (%, w/v) 1.5

Response Predicted Observed Residual Prediction error (%)
Inhibition zone on S. aureus (mm) 12.7 12.5 ±0.2 1.6
Inhibition zone on E. coli (mm) 13.1 13.5 ±0.4 3.1

Evaluations of the Optimal Preparation

The physicochemical properties of the optimal preparations were evaluated in terms of 
physical appearance, homogeneity, colour, grittiness, lump formation, pH, viscosity, and 
centrifugation test. The results are tabulated in Table 7. 

Table 7 
Physicochemical properties of the optimal preparation

Formulation Guar gum 
Physical appearance Opaque
Homogeneity Homogeneous
Colour Dark brown
Grittiness No
Lump formation No
pH 3.53 ± 0.70
Viscosity at 100rpm (cps) 2470 ± 120.1
Centrifugation Test No phase separation observed

The symbol ± represents the standard deviation which was calculated between three biological replicates.

The preparation resulted in opaque, homogeneous, and dark brown colour, as shown 
in Figure 4. No grittiness and formation of the lump were observed in the preparation. The 
pH of the preparation was recorded at 3.53 ± 0.70. The pH recorded can be considered 
suitable for topical preparation, as the pH ranging between 2.8 and 7.4 was acceptable for 
therapeutic effect with non-irritant effect on human skin (Dantas et al., 2016; Panther & 
Jacob, 2015). 

The viscosity of the preparation was measured at 2470 ± 120.1 cps. The viscosity 
was within the range that was sufficient for good spreadability and clarity. The viscosity 
appropriate for topical preparation was recorded between 512 and 15000 cps (Chen et al., 
2016; Pande et al., 2014; Singh et al., 2013).
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The centrifugation test was also conducted to evaluate the gravitational effect on the 
preparation. This is essential to analyse the adequate quality and stability of the preparation 
(Dimeski et al., 2011; Iradhati & Jufri, 2017). Based on the results obtained, no noticeable 
instability was observed on the optimal preparation upon spinning at 151g for 30 min at 
25°C. The preparation remained intact without phase separation, indicating adequate and 
stable formulation (Figure 5). 

Antibacterial Efficacy

The antibacterial efficacy of the optimal preparation was evaluated through the measurement 
of the inhibition zone and formation of a bacterial colony to indicate the presence of 
bacteriostatic and bactericidal of the preparation.

Measurement of Inhibition Zone. The results for the inhibition zone measurements are 
shown in Figure 6 (a) for Gram-positive, and Figure 6 (b) for Gram-negative bacteria. The 
range of inhibition zone measured for the optimal preparation was between 8.8 ± 0.76 mm 
and 14.7 ± 0.58 mm, indicating that the bacteria reacted as sensitive towards the preparation. 
The lowest inhibition zone was measured on P. aeruginosa ATCC 27853, while the largest 
inhibition zone was measured on S. haemolyticus. 

In the commercially available preparation using manuka, the inhibition zone was 
measured in the range between 8.7 ± 0.58 mm and 16.7 ± 0.58 mm, with the smallest 
inhibition zone measured on K. pneumonia, while the largest on S. agalactiae, respectively. 
Based on the range of inhibition zones measured, the tested bacteria reacted between 
sensitive to very sensitive towards the manuka preparation. 

Figure 4. Physical appearance of 
the optimal preparations prepared 
using guar gum

(a) (b)
Figure 5. Appearance of the preparations: (a) before; and (b) after 
centrifugation test
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In comparison with the guar gum preparation, none of the inhibition zones measured 
was larger than the manuka preparation for Gram-positive bacteria. Whereas for Gram-
negative bacteria, out of 14 species, the preparation using guar gum showed the inhibition 
zone of 9.0 ± 0.00 mm and 12.7 ± 0.58 mm on K. pneumonia ATCC BAA 1144 and E. 
cloacae, which were 1.03 and 1.09-fold larger compared to manuka, with the inhibition 
zones of 8.7 ± 0.58 mm and 11.7 ± 0.58 mm, respectively. The remaining 12 species of 
Gram-negative bacteria were inhibited with larger inhibition zones by manuka preparation. 

Figure 6. The inhibition zone measured by the preparations tested against the standard laboratory and clinical 
isolated bacteria of: (a) Gram-positive; and (b) Gram-negative. Error bars symbolise the errors calculated 
from three biological replicates. One sample t-test represent significant differences between the mean of the 
sampled population and the hypothesised population mean (P-value < 0.05)
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Bactericidal Effect. An attempt was made to investigate the ability of the preparation to 
kill bacteria through the formation of a bacterial colony. The results are tabulated in Table 
8 for Gram-positive, and Table 9 for Gram-negative, respectively.

In the 22 tested bacteria, no formation of the bacterial colony was observed on the 
surface of agar for guar gum preparation after 24 h of incubation, indicating the presence of 
bactericidal effect (Dewanjee et al., 2008; Shagana & Geetha, 2017). Figure 7 and Figure 
8 show the absence of bacterial colony on the surface of agar tested on Gram-positive (S. 

Table 8 
The results on formation of bacterial colony for Gram-positive 

Formation of bacterial colony
Guar gum Manuka Control (broth only)

Standard strain
S. aureus ATCC6538 No No Yes
S. pyogenes ATCC19615 No No Yes
E. faecalis ATCC29212 No Yes Yes

Clinical isolated strain
S. aureus No No Yes
S. hominis No No Yes
S. pyogenes No No Yes
S. agalactiae No No Yes
S. haemolyticus No No Yes

Table 9 
The results on formation of bacterial colony for Gram-negative bacteria

Formation of bacterial colony
Guar gum Manuka Control (broth only)

Standard strain
E. coli ATCC 8739 No No Yes
S. typhimurium ATCC14028 No No Yes
K. pneumonia ATCCBAA1144 No No Yes
P. aeruginosa ATCC27853 No No Yes
P. mirabilis ATCC12453 No No Yes

Clinical isolated strain
E. coli No No Yes
Salmonella sp. No No Yes
K. pneumonia No No Yes
P. aeruginosa No No Yes
E. clocae No No Yes
E. aerogenes No No Yes
P. vulgaris No No Yes
P. mirabilis No No Yes
A. baumannii No No Yes
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aureus, E. faecalis ATCC 29212, S. hominis, and S. haemolyticus) and Gram-negative 
(E. coli, P. aeruginosa, Salmonella sp., and K. pneumonia) bacteria, respectively. Similar 
results were demonstrated by the preparation of manuka, except on E. faecalis ATCC 

Figure 7. The results on formation of bacterial colony on the surface of agar for Gram-positive bacteria: (a) 
S. aureus; (b) E. faecalis ATCC 29212; (c) S. hominis; and (d) S. haemolyticus.
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29212, where the formation of bacterial colonies was observed. The ability of E. faecalis 
to survive could be due to the development of a resistant mechanism, such as biofilm 
formation to combat the effectiveness of antibacterial agent (Gopinath & Prakash, 2013). 

Figure 8. The results on formation of bacterial colony on the surface of agar for Gram-negative bacteria: (a) 
E. coli; (b) P. aeruginosa; (c) Salmonella sp.; and (d) K. pneumonia
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(d)
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The outcome was similar to those obtained from a previous study (Mohd-Aspar & Edros, 
2019), which reported the highest concentration of manuka honey at 25% (w/v) required 
to kill E. faecalis compared to other bacterial species.  In the control sample, where the 
bacteria were cultured in broth alone, the formation of bacteria colonies was observed for 
all 22 bacteria, indicating the absence of a bactericidal effect.

In many types of acute and chronic wounds, S. aureus and P. aeruginosa are usually 
isolated from infected wounds (Negut et al., 2018; Serra et al., 2015). These bacteria often 
cause biofilm development and chronic infections that may suppress immune activities 
and promote the development of antibiotic-resistant strains (Serra et al., 2015). Similar to 
S. aureus and P. aeruginosa, other wound-associated bacteria such as E. coli, S. pyogenes, 
E. faecalis, and P. mirabilis can also develop biofilms, antimicrobial inactivating enzymes, 
and other resistance mechanisms to eliminate the antibacterial action (Kim et al., 2018; Lu 
et al., 2014). In this study, 22 wound-associated bacteria, which include standard laboratory 
and clinical strains isolated from infected wounds, have been tested and were found to be 
susceptible to the preparation. This was proven by the formation of inhibition zone and 
the presence of bactericidal effect for both preparations against the tested bacteria. The 
results indicate that guar gum was effective in conveying the kelulut honey as a topical 
preparation without compromising its antibacterial properties.

Stability Study. The stability study was conducted by keeping the preparation at an 
extended period (25°C ± 2/60% ± 5 RH) and accelerated storage (40°C ± 2/75% ± 5 RH) 
conditions for six months. The physicochemical properties, i.e., colour, homogeneity, pH, 
and viscosity, and antibacterial efficacy (inhibition zone and formation of the bacterial 
colony) of the preparation was determined at 0, 1, 2, 3, and 6 months.

Physicochemical Properties. The results for the physicochemical properties of the 
preparation are shown in Table 10 for colour, homogeneity, and pH, and Figure 9 for 
viscosity, respectively. According to the results obtained, the colour, homogeneity, and pH 
of the preparation after six months of storage remained unchanged. The pH of the guar 
gum preparation was measured to be in the range between 3.41 ± 0.10 and 3.53 ± 0.10. 
The difference between the lowest and highest pH levels was 4%. The ability to maintain 
the fundamental physicochemical properties indicates adequate and reliable preparation 
(Chen et al., 2016).

The viscosity of the guar gum preparation was inversely proportional with time. 
The highest viscosity of 2470 ± 174.4 cps for the long-term and 2533 ± 285.0 cps for 
the accelerated storage were measured at 0 months, respectively. After six months of 
storage, the lowest viscosity of 1247 ± 130.5 cps for the long-term and 800 ± 200.0 cps 
for the accelerated storage were recorded, respectively. The variation in viscosity between 
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Figure 9. Viscosity of the preparation during the six-month of stability study after been stored at long term 
(25°C ± 2 /60% ± 5 RH) and accelerated (40°C ± 2/75% ± 5 RH) storing conditions. Error bars symbolise 
the errors calculated from three biological replicates. Student’s t-test shown significant differences for the 
data collected

Table 10 
The results for colour, homogeneity, and pH during six months stability test of the preparation

Long term - 25°C ± 2/60% RH ± 5 Accelerated - 40°C ± 2/75% RH ± 5 
Months Months

0 1 2 3 6 0 1 2 3 6
Color Dark brown Dark brown
Homogeneity Homogeneous Homogeneous

pH 3.53 
±0.06

3.51 
±0.06

3.52 
±0.07

3.47 
±0.06

3.43 
±0.04

3.47 
±0.17

3.45 
±0.10

3.43 
±0.08

3.45 
±0.09

3.41 
±0.10

The symbol ± represents the standard deviation which calculated between three biological replicates. Student’s 
t-test shown significant differences for the pH-value measured.
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measurements at 0 month and sixth month was 50% for the long-term and 68% for the 
accelerated storage.

A continuous reduction in viscosity within the six months of stability study, as 
demonstrated by the guar gum preparation, indicate an unstable preparation. This could be 
due to incomplete dispersal or solubility of guar gum to form a stable structure that resulted 
from the limited amount of water (Hemendrasinh & Dhruti, 2015) due to the reaction of 
guar gum molecules that compete with sugar for water availability (Mudgil et al., 2014). 
The temperature is another factor that affects the stability of the guar gum solution. The 
prolonged heat of guar gum solution may result in thermal degradation that leads to unstable 
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solubilisation of the guar gum (Mudgil et al., 2014; Yagoub & Nur, 2013). In this study, as 
the guar gum preparation was stored in extreme storage, the viscosity of the preparation was 
reduced, indicating an unstable preparation. The outcome is in congruent with the previous 
study that reported an unstable viscosity of guar gum preparation at high temperature 
(Yagoub & Nur, 2013). Storage at the ambient temperature (25°C) is considered sufficient 
for maintaining the viscosity of the guar gum preparation over long-term.

Antibacterial Efficacy. The antibacterial efficacy of the preparation within the six months 
of stability study was evaluated through the measurement of inhibition zone and formation 
of a bacterial colony. The measurement of the inhibition zone on Gram-positive and Gram-
negative bacteria are shown in Figure 10 (a) and Figure 10 (b), respectively. Meanwhile, 
the results for the formation of the bacterial colony are tabulated in Table 11.

The inhibition zone measured for guar gum preparation ranged from 9.0 ± 0.00 mm to 
12.8 ± 1.30 mm. The zone of inhibition showed an average variation of 7.8% between the 
initial and final measurements within the six-month stability study. As for the formation of 
a bacterial colony, the preparation remained valid to prevent the formation of the bacterial 
colony within the six months of the stability study. Based on the outcomes obtained from 
both evaluations, the efficacy of the preparation remained effective without a deficiency, 
indicating a stable and reliable preparation capable of maintaining its antibacterial properties 
over time (Irish et al., 2011).

The synergistic interaction is considered positive if the therapeutic effect initially 
present in the preparation remains uninterrupted. The results indicated that the preparation 
prepared in this study is capable of retaining the antibacterial properties, as proven by the 
identical inhibition zone and bactericidal effect. The uninterrupted antibacterial properties 
could be explained by the stable polymeric agent to maintain the crosslinking network 
and uniformed dispersion of honey across the preparation (Sharma et al., 2015; Zhu et 
al., 2019). In addition, the interactions between the charges of the polymeric agent, i.e., 

Table 11 
Bactericidal effect for the six-month of stability study for the optimal preparation

Long-term
25°C ± 2 /60% ± 5 RH

Accelerated 
40°C ± 2/75% ± 5 RH

Months Months
0 1 2 3 6 0 1 2 3 6

S. aureus Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
E. faecalis ATCC 29212 Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
S. pyogenes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
E. coli Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
K. pneumoniae Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
E. aerogenes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
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Figure 10. Measurement of inhibition zone for the optimal preparation using guar gum after stored in: (a) 
long-term and – 25°C ± 2 /60% ± 5 RH; and (b) accelerated – 40°C ± 2/75% ± 5 RH storage conditions. 
Error bars symbolise the errors calculated from three biological replicates. One sample t-test represent 
significant differences between the mean of the sampled population and the hypothesised population mean 
(P-value < 0.05)
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guar gum loaded with honey and the charges on the surface of the bacterial membrane 
formed a contact (Kaith et al., 2015) that allow the compounds such as phenolic acids and 
flavonoids to promote cell disruption and lysis to kill the bacteria (Henriques et al., 2010; 
Henriques et al., 2011). A similar finding with the positive synergistic effect of honey in 
preparation that led to more than 95% of drug release was demonstrated by the previous 
study (El-Kased et al., 2017).

CONCLUSION

The use of guar gum as a polymeric agent was appropriate for the preparation of kelulut 
honey as a topical preparation. The optimal preparation was finalised at pH 3.5, honey 
concentration of 90% (w/v), and guar gum concentration of 1.5% (w/v). The optimal 
preparation demonstrated reliable physicochemical properties, and most importantly, the 
potent antibacterial properties, including both bacteriostatic and bactericidal effects were 
retained on the 22 bacteria species after the honey was converted to a topical preparation. 
However, within the six months of stability study, the viscosity of the preparation was 
reduced to more than 50% between the initial (0 month) and final (6 months) measurements. 
Consideration of the addition of stabilising or preservative agent is recommended to 
overcome the reduction of viscosity over time.
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ABSTRACT

The risk of foodborne diseases as well as the dissemination of antibiotic resistant bacteria 
increases with the consumption of street-vended food and beverages. This study investigated 
the prevalence of Salmonella spp. and Citrobacter spp. in street-vended beverages sold 
in Chow Kit, Kuala Lumpur, Malaysia. The Kirby-Bauer disk diffusion method was 
used to identify the antibiotic resistance profile of Salmonella spp. and Citrobacter spp.  
isolates towards 11 selected antibiotics. Six beverage samples were found positive for 
presumptive Salmonella spp. and Citrobacter spp. Upon confirmation via Microgen kit 
and PCR biochemical testing methods, only one isolate was confirmed to be Salmonella 
enterica serovar Derby while the other isolates were identified as Citrobacter spp. (n= 12; 
2 isolates from each positive beverage sample). The antibiogram test showed that 58.3%, 
16.7%, and 8.3% of the strains tested were resistance to tetracycline, cephalexin, and 

ampicillin respectively, while all isolates 
were fully resistant toward penicillin and 
erythromycin. The isolate with the highest 
MAR index (0.45) was S231, with resistance 
to five of the tested antibiotics (penicillin, 
erythromycin, tetracycline, cephalexin, 
and ampicillin). Seven isolates had a MAR 
index of 0.27 and were resistant to three 
antibiotics, while the remaining four isolates 
had the lowest MAR index (0.18) and were 
resistant to only two antibiotics. This study 
shows that street-vended beverages have a 
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high risk of spreading antibiotic-resistant bacteria to the public and that Citrobacter spp. 
should be considered as emerging multidrug-resistant bacteria in the food production 
system.

Keywords: Antibiotic resistance, beverage, Citrobacter spp., Salmonella spp., street-vendor

INTRODUCTION

Ready-to-eat food and beverages sold by street hawkers are known as street-vended 
foods. Street food has been gaining popularity worldwide due to its unique taste, variety, 
and low price (Shagufta et al., 2017). Street hawkers commonly sell their food products 
in small stalls, portable tables, food trucks, or pushcarts (Das et al., 2010). However, the 
consumption of street-vended food and beverages increases the risk of foodborne diseases 
(Tambekar et al., 2009). There are many concerns surrounding the safety of street-vended 
food prepared by hawkers. In particular, street-vended food and drinks are usually 
synonymous with poor facilities. Besides, the hawkers do not have any environmental 
controls such as temperature and humidity control to guarantee the security or safety of 
their food products (Nawawee et al., 2019).

Food handlers are the primary source of contamination for foodborne diseases, as 
they can easily spread the bacteria to the food, especially via the faecal-oral route, open 
wounds, and dirty food contact surfaces (Abdul-Mutalib et al., 2015). In Malaysia, of every 
100000 individuals, roughly 60.28 cases have been diagnosed with food and waterborne 
diseases, with typhoid fever being the most predominant (Woh et al., 2017). Salmonella 
spp. is a known foodborne pathogen that could also be found in drinking water and 
natural water resources (De Cesare, 2018; Shagufta et al., 2017; Tunung et al., 2007). In 
contrast, Citrobacter spp. are more commonly known as an opportunistic, nosocomial 
infection-causing microorganism that can be found in animal and human gastrointestinal, 
respiratory, and urinary tracts, and also in water and soil environments and food products 
(Trivedi et al., 2015). Although the presence of Citrobacter spp. in food products may not 
be routinely monitored due to its low incidence in Malaysia, this microorganism has been 
implicated in foodborne outbreaks elsewhere (Aminharati et al., 2019; Pletz et al. 2018; 
Tschape et al., 1995). 

Bacterial infections can usually be treated with antibiotics. However, many bacterial 
strains have developed antibiotic resistance. Past studies in Malaysia have reported a high 
percentage of antibiotic resistance in pathogens isolated from food samples (Bahri et al., 
2019; Chin et al., 2018; Odeyami & Sani, 2016; Tunung et al., 2007). The seriousness of 
this issue was further propounded by the World Health Organisation (WHO) declaring 
antibiotic resistance to be one of the most important public health threats of the 21st century. 

This study tested for the presence of Salmonella spp. and Citrobacter spp. in drinks 
sold in the Chow Kit district in Kuala Lumpur, Malaysia. Presumptive isolates were then 
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confirmed via biochemical testing followed by 16S rRNA PCR and sequencing to further 
identify the bacteria. Then, the isolates’ antimicrobial resistance to selected antibiotics 
was assessed.

MATERIALS AND METHODS

Sample Collection

Sampling procedures were as described in our previous study (Nawawee et al., 2019). 
Chow Kit, Kuala Lumpur, Malaysia was chosen as the sampling site due to its popularity 
among the locals and tourist for its markets and trading bazars. The sampling location 
was also located within 1 km distance from the research laboratory. The sample inclusion 
criteria were the drinks were kept in uncapped container before being poured into small 
plastic bags with ties cups purchased by the customer. This study did not include bottled, 
pre-packaged, or canned drinks. There were 17 street vendors that sold beverages that fitted 
these criteria. A total of 31 beverages comprising fresh fruit juice (sugarcane, coconut, 
watermelon) (n = 11), cordial-based drinks (n = 11), and milk-based drinks (n = 9) were 
purchased. Each sample were purchased on different days between 10-11 am. The drinks 
bought were kept in their normal packaging, placed in an icebox at 4°C, then moved to 
the laboratory and examined within the same day.

Experimental Procedures

All beverage samples were subjected to bacterial isolation of using culture method (Chong 
et al., 2017a; Thung et al., 2018). Presumptive isolates obtained from this method were 
then confirmed via Gram-staining procedures, a series of biochemical test as well as 
species identification via Polymerase Chain Reaction (PCR) method. All isolates were also 
subjected to antibiotic susceptibility test to determine the presence of resistant bacteria in 
the beverage samples.

Bacterial Isolation from Beverage Samples

Isolation of presumptive Salmonella spp. and Citrobacter spp. were conducted based on 
methods by Chong et al. (2017a) and Thung et al. (2018) with some modifications. First, 
10 ml of the samples were homogenized with an equivalent volume of buffered peptone 
water (BPW) (Merck, Germany). A pre-enrichment step was then conducted, involving a 
20-hr incubation of the sample at 37°C. Next, 10 ml of Rappaport-Vassiliadis soy broth 
(RVS broth) (Merck, Germany) was prepared to which a 0.1 ml aliquot of the pre-enriched 
samples were added. The mixture was then vortexed followed by a 24-hr incubation at 
41.5°C. This step was followed with streaking a loopful of the enriched suspension onto 
Xylose Lysine Deoxycholate (XLD) agar (Merck, Germany) in triplicates, and 24-hr 
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incubation at 37°C. All black colonies or red colonies with black centres were considered 
as positive results in this study. Two colonies from each positive beverage sample were 
further analysed. For further analysis, isolated colonies were streaked onto Nutrient Agar 
(Merck, Germany) followed by 24-hr incubation at 37°C. A standard Gram-staining 
procedure was also conducted on the isolates.

Biochemical Test 

Biochemical test for confirmation of the presumptive isolates was done using a Microgen 
GN-ID (GN A + B) system (Microgen Bioproducts Ltd, UK) in accordance with the 
manufacturer’s procedure. In brief, a single colony from an 18–24 hr culture on Nutrient 
Agar was emulsified in 0.85% saline. A total of 0.1 ml of the bacterial suspension was 
then added to each well of the microwell test strips and incubated at 37°C for 18–24 
hours. Additional reagents were added, and all colour changes were recorded according 
to the colour code provided by the manufacturer. Interpretations of the result and species 
identification were made using Microgen ID Software (MID-60).

Identification of Isolates via Polymerase Chain Reaction (PCR)

All isolates were grown in Nutrient Agar (Merck, Germany) for 18–24 hours at 37°C. DNA 
from the overnight culture was extracted using the boiling method (Zulfakar et al., 2019). 
A few loopful of bacterial culture were inoculated into 500 μl sterile distilled water. The 
suspension was then boiled at 95°C for 10 minutes, and quickly cooled at -20°C freezer 
for 10 minutes. Then, the suspension was centrifuged at 12 000 ×g for 5 minutes. The 
purity of the DNA template was determined by using a NanoDrop spectrophotometer 
(Thermoscientific, Model 2000) at A260/280 and A260/230. The supernatant containing DNA 
was used as the DNA template solution for PCR.

The 16S rDNA PCR was conducted using the universal primers, 27f (5’-AGA GTT 
TGA TCC TGG CTG AG-3’) and 1492r (5’-GGT TAC CTT GTT ACG ACT T-3’), with 
the expected base pair of 1380 bp (Suardana, 2014). Amplification was carried out in a 
50 μl reaction mixtures containing 5 μl of each primer, 25 μl of 1 X PCR Master Mix 
(First Base Asia, Singapore), 5 μl DNA template and 10 μl sterile distilled water. Next, 
amplification was applied on the mixture for 35 cycles, in a thermal cycler (Thermo Fisher 
Scientific, USA). Before the first cycle, the mixture was denatured for 2 min at 94°C. Each 
cycle comprised 1 min denaturation at 94°C, 1 min annealing at 45°C, 2 min elongation 
at 72°C, and a 10 min final elongation at 72°C. Next, 3 μl of the amplified PCR products 
were electrophoresed on 1% (wt/vol) agarose gel at 70 V for 30 minutes, pre-stained with 
non-ethidium bromide nucleic acid stain (First Base Asia), and then visualised under UV 
light using a UV transilluminator. The amplified products were then sent to First Base 
Sdn. Bhd., Malaysia, for DNA sequencing. The sequencing results were interpreted and 
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compared with the NCBI database using Basic Local Alignment Search Tool (BLAST) 
software. 

Antibiotic Susceptibility Test

Standard Kirby-Bauer disc diffusion method (CLSI, 2012) was used to determine the 
antibiotic susceptibility of the isolates. First, 3-5 isolated colonies from a 24 hrs culture 
at 37°C on Nutrient Agar were chosen for each bacterial strain and transferred into 5 ml 
Mueller Hinton broth (Merck, Germany). The broth was then incubated at 37°C for 2 hrs and 
the turbidity of the culture were determined using a light spectrophotometer (PRIM 3649 
Secomam, France) at 625nm. Then, the cultures with optical density readings between 0.08-
0.13 nm were swabbed with a sterile cotton swab on Mueller Hinton Agar (MHA) plates 
(Merck, Germany) and left to dry for approximately 2 minutes. Following that, antibiotic 
discs were placed on the plates. The antibiotics tested were erythromycin (15 μg, E15), 
penicillin (10 µg, P10), chloramphenicol (30 μg, C30), sulfamethoxazole-trimethoprim 
(25 μg, SXT25), tetracycline (30 μg, TE30), amoxycillin (25 μg, AML25), ampicillin (10 
µg, AMP10), cephalexin (30 μg, CL30), cefoxitin (30 μg, FDX30), cefotaxime (30 μg, 
CTX30), and ceftriaxone (30 μg, CRO30). After 24 hrs of incubation at 37°C, the isolates 
were rated as susceptible, intermediate, or resistant based on the measured inhibition 
zones. Finally, the formula below (Krumperman, 1983; Al-Dulaimi et al., 2019) was used 
to determine the multiple antibiotic resistance (MAR) index for each resistance pattern:

 𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑒 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑀𝐴𝑅  𝑖𝑛𝑑𝑒𝑥 =

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐𝑠 𝑡𝑜 𝑤ℎ𝑖𝑐ℎ 𝑎 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑖𝑠𝑜𝑙𝑎𝑡𝑒 𝑤𝑎𝑠 𝑟𝑒𝑠𝑖𝑠𝑡𝑎𝑛𝑡 (𝑎)
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑛𝑡𝑖𝑏𝑖𝑜𝑡𝑖𝑐𝑠 𝑡𝑒𝑠𝑡𝑒𝑑 (𝑏) 

RESULTS AND DISCUSSION

Out of 31 beverage samples tested, only 6 (19%) beverage samples were found positive 
for presumptive Salmonella and Citrobacter spp. based on the early identification on XLD 
agar. All positive samples showed pale to red colonies with black pigmentation in the 
centre of the colony. Although we have previously reported that milk-based drinks had the 
highest average total viable counts as compared to the other beverages (Nawawee et al., 
2019), all of the milk-based drinks tested negative for both species in the current study. 
Meanwhile, cordial-based drinks and fruit juices each contributed three positive samples. 
Detection of pathogenic enterobacteriaceae bacteria have been reported in previous studies 
(Parish, 2008; Tribst et al., 2009). As fruits used to produce juices commonly do not 
undergo any heat treatments, therefore it is easily contaminated by microorganisms thus 
contaminating the beverages to be sold. Contamination of fruit juices could also occur due 
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to cross-contamination from the juice extractors and as well as utensils used to prepare the 
beverages (Chong et al., 2017b). Other possible sources that may contribute to the different 
results between the three type of beverages could be due to the handling practices by the 
street-vendors themselves as these beverages were bought from different street-vendors. 
Knowledge and application of safe food handling practices by the food handlers are essential 
in maintain the safety of food products sold to the consumers (Odeyami et al., 2019).

Gram-staining procedure confirmed that all strains are Gram-negative bacteria. Upon 
confirmation using the biochemical testing procedure with the commercial kit, it was 
identified that only 1 out of the 12 isolates was Salmonella spp. whereas the other isolates 
were positively identified as Citrobacter spp. (Table 1). Identification via the 16S rDNA 
PCR method further confirmed these results (Table 2). The isolated Salmonella strain was 
identified as Salmonella enterica subsp. enterica serovar Derby, whereas the other isolates 
were identified as Citrobacter werkmanii (9 isolates) and Citrobacter freundii (1 isolate), 
while the exact species for the remaining Citrobacter isolates are unknown.

Three critical characteristics are essential in the differentiation of Salmonella spp. 
colonies from Citrobacter spp. colonies on XLD agar; the ability to ferment xylose, the 
production of hydrogen sulphide, and the presence of lysine decarboxylase activity. Both 
Salmonella spp. and Citrobacter spp. are xylose fermenters that will cause acidification of 
the media to occur, causing the colour of the medium to change to yellow. Production of 
hydrogen sulphide would occur in Salmonella spp. and some Citrobacter spp., indicated 
by the presence of black pigmentation at the centre of the colonies. Lysine decarboxylase 
activities in Salmonella spp. strains will lead to cadaverine built-up causing alkalisation, 
thus neutralising the acidic condition caused by xylose degradation; hence, changing the 
media’s colour back to red. The absence of this lysine decarboxylase reaction would cause 
the media colour to remain yellow (Powell & Marcon, 2012; Reller, 2012). 

The presence of Salmonella spp. and Citrobacter spp. in street-vended beverages sold 
in the Chow Kit area may be attributed to the use of contaminated water sources that the 
vendors use to prepare their products (Levantesi et al., 2012). These microorganisms can 
be present as biofilm in the water distribution system and may be dispersed when the water 
from this distribution system is used to make beverages, as well as to wash vending utensils 
(Nemo et al., 2017). Lack of a freshwater supply system at every stall as observed in this 
study has forced some of the vendors to obtain their water supply elsewhere and they tend 
to keep any water they have in containers near the stall. If the safety of the stored water is 
not maintained, it can become contaminated. Apart from that, microorganisms could also 
be present in the edible ice served together with the beverages sold (Sunday et al., 2011). 

Lack of hygienic control of the vending site and its surrounding area could also be 
one of the contributing factors of the presence of these microorganisms. We have reported 
previously that the cleanliness of the vending sites is not up to par (Nawawee et al., 2019). 
We also observed that the presence of uncovered trash cans was common at all stalls, which, 
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in turn, attracted pests such as flies to the area; thus disseminating microorganisms to the 
entire stall and inevitably to the beverages as well. The location of these vending sites at 
the roadside, the lack of adequate facilities for the vendors to wash their hands and to clean 
their vending area, and the lack of food hygiene practices among the vendors as observed 
by this study, will further expose the sold products to the risk of contamination as supported 
with findings by Andargie et al. (2008), Levantesi et al. (2012), and Odeyami et al. (2019).

Capita and Alonso-Calleja (2013) pointed out a major concern regarding the 
transmission of resistant bacteria through the food supply chain. Moreover, based on the 
results of the antibiotic susceptibility testing, all tested Salmonella and Citrobacter isolates 
showed resistance to penicillin and erythromycin (Table 3). Figure 1 shows a representative 

Table 2
Bacterial identification of isolates via 16S rDNA PCR method

Isolate ID Bacterial species % Ident.
DKI3 Salmonella enterica subsp. enterica serovar Derby strain SeqrSC0080 16S 

ribosomal RNA gene, partial sequence
99.20%

S132 Citrobacter werkmanii strain BF-6, complete genome 99.93%
S133 Citrobacter freundii strain F-CF1 16S ribosomal RNA gene, partial sequence 99.39%
S221 Citrobacter werkmanii strain BF-6, complete genome 99.78%
S222 Citrobacter werkmanii strain BF-6, complete genome 99.71%
S231 Citrobacter werkmanii strain BF-6, complete genome 99.70%
S232 Citrobacter werkmanii strain BF-6, complete genome 99.93%
S272 Citrobacter werkmanii strain BF-6, complete genome 99.85%
S273 Citrobacter sp. UIWRF1266 16S ribosomal RNA gene, partial sequence 98.18%
S29 Citrobacter werkmanii strain BF-6, complete genome 99.70%
S291 Citrobacter werkmanii strain BF-6, complete genome 99.93%
S302 Citrobacter werkmanii strain BF-6, complete genome 99.85%

Figure 1. Antibiotic susceptibility testing result for S291 (Citrobacter werkmanii). A- Penicillin; B-Ceftriaxone; 
C- Trimethoprim-sulfamethoxazole; D-Ampicilin; E- Tetracycline; F- Cefotaxime; G-Chloramphenicol; 
H-Amoxycilin; I- Erythromycin; J- Cephalexin; K- Cefoxitin.
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Table 4
Antibiotic resistance profile for all tested bacterial isolates (n= 12)

Antibiotic 
Bacterial isolates antibiogram profile

Resistant (%) Sensitive (%)
Penicilin (P10) 12 (100) 0 (0)
Erythromycin (E15) 12 (100) 0 (0)
Ampicillin (AMP10) 1 (8.3) 11 (91.7)
Tetracycline (TE30) 7 (58.3) 5 (41.7)
Cephalexin (CL30) 2 (16.7) 10 (83.3)
Amoxicillin (AML25) 0 (0) 12 (100)
Chloramphenicol (C30) 0 (0) 12 (100)
Trimetoprim-sulfamethoxazole (SXT25) 0 (0) 12 (100)
Cefoxitin (FDX30) 0 (0) 12 (100)
Cefotaxime (CTX30) 0 (0) 12 (100)
Ceftriaxone (CRO30) 0 (0) 12 (100)

Table 5
Multiple Antibiotic Resistance (MAR) Index profile of tested bacterial isolates (n=12)

Isolate ID Antibiotic Resistance Profile MAR Index
S133, S272, S29, S302 E15, P10 0.18
S222 E15, P10, CL30 0.27
DKI3, S132, S221, S232, S273, S291 E15, P10, TE30 0.27
S231 E15, P10, TE30, CL30, AMP10 0.45

E15: Eryhtromycin (15 μg); P10: Penicillin (10 µg); CL30: Cephalexin (30 μg); TE30: Tetracycline (30 μg); 
AMP10: Ampicillin (10 µg)

sample of the conducted antibiotic susceptibility testing. In particular, seven (58.3%) 
isolates were found resistant to tetracycline, two (16.7%) isolates exhibited resistance to 
cephalexin, and one (8.3%) was resistant to ampicillin (Table 4). Nevertheless, all of the 
isolates were sensitive to amoxicillin, chloramphenicol, trimethoprim-sulfamethoxazole, 
cefoxitin, cefotaxime, and ceftriaxone. The S231 (Citrobacter werkmanii) isolate exhibited 
the highest Multiple Antibiotic Resistance (MAR) index profile (0.45), signifying its 
resistance to five of the antibiotics tested (Table 5). Other than that, six isolates showed a 
MAR index of 0.27 (resistant toward 3 antibiotics) and the isolates with the lowest MAR 
index (0.18) recorded resistance to only two of the antibiotics. Bacterial isolates with a 
MAR index higher than 0.20 indicates that the isolate originated from an environment 
where various antibiotics were used.

High level of resistance showed by the isolates toward penicillin and erythromycin 
might be due to the widespread use of these antibiotics in the clinical setting (Fair & 
Tor, 2014). This resistance pattern is a result of selective pressures of antimicrobial use, 
changes in microbial characteristics, and technological changes that enhanced the modern 
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development and transmission of drug-resistant microbes (Walsh, 2000). It is important 
to note that the isolates from street food showed 83.3% multidrug-resistant toward three 
or more antibiotics compared to clinical samples (Tunung et al., 2007). The isolated 
Salmonella Derby strain in this study showed resistance toward tetracycline. High frequency 
of resistant Salmonella strains isolated from food in Malaysia toward tetracycline has been 
reported ranging from 72.7% to 77.3% (Thong & Modarressi, 2011). 

In this study, the Citrobacter isolates showed resistance toward penicillin, erythromycin, 
cephalexin, tetracycline, and ampicillin. This finding was in concordance with studies by 
Leski et al. (2016) and Liu et al. (2017) who also reported the same finding, noting the 
resistance of Citrobacter spp. to many classes of antibiotics including β-lactam, tetracycline, 
and macrolides. Yang et al. (2018) also reported the resistance of Citrobacter spp. to 
almost all tested antibiotics, including aminoglycosides, cephalosporin, carbapenem, 
fluoroquinolone, and sulphonamide but the bacteria was still susceptible to tetracycline. 
However, the current findings show that except for cephalexin, 100% of the Citrobacter 
spp. isolates were sensitive to the later generation of cephalosporin, namely cefoxitin, 
cefotaxime, and ceftriaxone.

CONCLUSION

In conclusion, although the number of samples in this study may be limited, this study 
showed the presence of microbial contamination in street-vended beverages and revealed 
that Citrobacter spp. as having a potential role as an emerging multidrug-resistant bacterial 
species in the food production system. These findings also demonstrated the possible risk of 
street-vended beverages as a medium for the dissemination of antibiotic-resistant bacteria 
to the population. Besides the fundamental aspect of food safety and hygiene practices, 
awareness of the danger of antibiotic-resistant spread in food products should also be 
emphasised in the food safety training received by food handlers. 
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Against Human Adenovirus Type B3 Respiratory Infections by 
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ABSTRACT

Human adenovirus type B3 (HAdV-B3) causes severe respiratory infections, hence an 
efficient vaccine is required. Unfortunately, the presence of numerous hexon variations 
makes conventional vaccine designing difficult which warrants an alternative method. 
Therefore, an in silico multi-epitope vaccine had been constructed against appropriate 
hexon variants of HAdV-B3. The allergenicity, antigenicity, structure, physicochemical 
properties along with molecular docking with TLR-3 and TLR-9 had also been predicted. 

The constructed vaccine had 23 different 
epitopes. It showed non-allergic but 
antigenic nature with 30hours of half-life in 
vitro and exhibited thermostable nature. We 
anticipate that this will considerably reduce 
the time and expense of biological work 
needed for future vaccine development.

Keywords: Human adenovirus type B3, hypervariable 

regions, immunoinformatics, multi-epitope vaccine 

construct
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INTRODUCTION

Human adenoviruses (HAdVs) possess a double stranded DNA without an envelope. 
As of today, 103 types of HAdVs had been categorized (http://hadvwg.gmu.edu/) in 
accordance with their serological and genetic criteria and accordingly are organized into 
seven groups (A-G). Human adenovirus type B3 (HAdV-B3) causes respiratory infections, 
epidemic keratoconjunctivitis, pharyngoconjunctival fever, acute gastroenteritis, and also 
occasionally involve the nervous system (Harley et al., 2001).

The pediatric age group, predominantly, neonates are considered to be the primary 
targets for nosocomial and community-acquired pneumonia caused by HAdV-B3. The 
pneumonia can lead to respiratory or heart failure with fatal outcome. As per example, the 
epidemic of adenoviral pneumonia that occurred in Northern China recorded a fatality of 
up to 30% and HAdV-B3 along with B7 were recognized as the major causative agents 
(Dong, 2005). Moreover, HAdV-B3 also causes severe illness among immunocompromised 
patients with increased mortality (Lai et al., 2013). During recent years, the increasing 
number of detection of HAdV-B3 from respiratory samples supports that it is the most 
predominant form of HAdVs accountable for respiratory tract infections (Chen & Tian, 
2018). It has been observed that HAdV-B3 could be responsible for up to 87% of all 
adenoviral respiratory infections (Lynch & Kajon, 2016).

In spite of its medical and epidemiological significance, there is no targeted antivirals 
or vaccines against HAdV-B3. A number of studies on antivirals showed that nucleoside 
analogues and protease inhibitors have some activity against some types of adenoviruses. 
But their clinical usefulness is still not well-proven (Lion, 2014). Currently, the mainstay 
for the management of adenoviral infections is symptomatic. Thus, a vaccine that is 
economical, efficacious, and also safe against HAdV-B3 is required.

It is well-known that antibodies against HAdV-B3 hexon protein can counteract the 
infectivity of HAdVs in a type-specific manner (Pichla-Gollon et al., 2007). The capsid of 
HAdVs is mainly formed by hexon which includes three identical units of the polypeptide 
consisting of 945 amino acids (AA) and its hypervariable regions (HVRs) contain the 
epitopes (Liu et al., 2018) which are especially significant for designing vaccine and 
developing novel therapeutic approaches. Recently, we found out that the HVRs of 
HAdV-B3 hexon was highly variable, and based upon those variations, the available 
field strains had been categorized into 25 hexon variants, 3Hv-1 to 3Hv-25, (Haque et al., 
2018). As a result of this vast heterogeneity, conventional vaccine development remains 
challenging.

To overcome this challenge, we hypothesized that a novel multi-epitope vaccine would 
be a more cost-effective method and with reference to our current findings, four hexon 
variants (3Hv-1, 2, 3, and 4) were selected to form a multi-epitope vaccine construct 
(Panda et al., 2020). The objectives of the study were to predict suitable epitopes (B-cell 
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epitopes, Helper T Lymphocyte, and Cytotoxic T Lymphocyte epitopes) from the HVRs 
of those major variants with the help of various immunoinformatics tools and to construct 
and analyze a multi-epitope vaccine that could potentially be investigated for additional 
biological work for future vaccine development.

METHODOLOGY

HAdV-B3 Hexon Protein Sequence Selection for Vaccine Construct

In the HAdV-B3 prototype, the hypervariable regions comprise 319 amino acids and 
extend from 132 to 450 amino acids on hexon. After multisequence alignment, the HVRs 
associated with 3Hv-1, 2, 3, and 4 (the specific 319 amino acids long sequence), had been 
selected for further analysis. All the sequences (GenBank Accession Nos. AB330084, 
AF542106, DQ099432, KC456085, and AY854180), were gained from NCBI (National 
Centre for Biotechnology Information-http://www.ncbi.nlm.nih.gov/) and were analyzed 
further to predict the appropriate epitopes.

Linear B Cell Epitope (BCE) Prediction

BCE represents the antigen where B lymphocytes bind and carry out a fundamental 
role in vaccine construction. BCE were attained from BCEPRED (Prediction of B Cell 
Epitopes-http://crdd.osdd.net/raghava/bcepred/) database. It predicts according to the 
various physicochemical aspects of BCE and gives results with both graphical and tabular 
format. The graphical format assists the users in rapid visualization of BCE where the 
peaks above the default threshold (2.5) are considered as BCE. The tabular output gives 
a score established on various physical and biochemical aspects. The threshold (-3 to 3) 
including every other factor (hydrophilicity, accessibility, flexibility, antigenic propensity, 
and polarity) was fixed at default, and epitopes are indicated in blue color (Saha & Raghava, 
2006b). All obtained BCE were incorporated in the concluding vaccine construct.

Helper T Lymphocyte (HTL) Epitopes Prediction

HTL responses play a significant role in the initiation of both humoral and cellular immune 
responses. Therefore, HTL epitopes are likely to be a fundamental element of vaccines. 
For this reason, HTL epitopes of 15 AA long was attained from the IEDB (http://tools.
iedb.org/mhcii/) database following IEDB recommended method 2.22 for the 7-allele HLA 
(Human Leukocyte Antigen) reference set. The IEDB (Immune Epitope Database) is a 
freely available resource funded by NIAID (National Institute of Allergy and Infectious 
Diseases-https://www.niaid.nih.gov). It catalogs experimental data on antibody and T cell 
epitopes studied in humans, non-human primates, and other animal species in the context 
of infectious disease, allergy, autoimmunity, and transplantation. It also hosts tools to 
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assist in the prediction and analysis of epitopes. HTL selection was established on their 
IC50 values; the peptides having maximum affinity have IC50 < 50nM, peptides having 
intermediate affinity have IC50 < 500nM, and peptides holding IC50 < 5000nM show the 
lowest amount of affinity, therefore the lowermost IC50 value demonstrates the highest 
affinity (Wang et al., 2010).

Cytotoxic T Lymphocyte (CTL) Epitopes Prediction

CTLs are CD8+ subset of T-cell responses to kill the cells having intracellular viral 
infections. During infection, when they encounter MHC-I mounted antigen, specific to 
their receptor, they transform into effector cells. Therefore, to design a vaccine, it is also 
crucial to predict CTL epitopes. For acquiring CTL epitopes, the selected AA sequence 
was uploaded on the NetCTL 1.2 (http://www.cbs.dtu.dk/services/NetCTL/) database. 
NetCTL 1.2 server predicts CTL epitopes in the input protein sequences and this method 
is established on three approaches: i) the transportation effectiveness of transporters in 
relation to antigen processing, ii) MHC-I attachment compatibility and iii) the proteasomal 
C-terminal dissociation. These three prediction outcomes are merged together, and 
specificity is determined from that merged score (Larsen et al., 2007). The cut-off score 
for identifying epitopes was prearranged at 0.75 and generally, a higher score designates 
higher specificity. HLA (Human Leukocyte Antigen) allele A1 supertype was selected for 
this prediction. The epitope prediction scores which are presented by a <-E sign designate 
that those epitopes are identified as MHC (Major Histocompatibility Complex) ligands.

Multi-epitope Vaccine Construction

To generate a multi-epitope vaccine construct, every projected BCE was chosen. Among 
all HTL epitopes, the ones acquiring IC50 values lesser than 50nM as determined by NN 
align (an artificial neural network-based method) score were selected. Overlapping HTL 
epitopes were merged together. Amongst the CTL epitopes, all the projected epitopes 
were nominated. To provide efficient separation and effective functioning, linkers have 
been inserted between two epitopes. β-defensin had been employed as an adjuvant. Naive 
T-cell and immature dendritic cells are recruited by β-defensin at the infection site and it 
also provides innate host response in microbial infections.

Prediction of Allergenicity and Antigenicity

To make sure the multi-epitope vaccine does not stimulate any allergenic response, the 
non-allergic and allergic behavior was forecasted using AlgPred (Prediction of Allergenic 
Proteins-http://www.imtech.res.in/raghava/algpred/) which depends on whether IgE 
epitopes are present on the input protein sequence. Altogether it implements four different 
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standards, IgE (Immunoglobulin E) epitope + MAST (Motif Alignment and Search Tool) + 
SVM (Support Vector Machine) + ARPs (Allergen Representative Peptides) BLAST (Basic 
Local Alignment Search Tool), for forecasting of allergenicity (Saha & Raghava, 2006a).

ANTIGENpro (http://www.scratch.proteomics.ics.uci.edu/) server was utilized for 
predicting the antigenicity. The predictions are established on the input sequence as well 
as machine learning algorithms. The accurateness of this server had been assessed to be 
76% founded on cross-validation experiments (Magnan & Baldi, 2014). To reconfirm 
the antigenicity of the constructed multi-epitope vaccine, we also performed antigenicity 
analysis using the VaxiJen server. VaxiJen (http://www.ddg-pharmfac.net/vaxijen/VaxiJen/
VaxiJen.html) is the first server for alignment-independent prediction of protective antigens. 
It allows antigen classification solely based on the physicochemical properties of proteins. 
The server performs well in cross-validations showing prediction accuracy from 70% to 
89%. The threshold score for both the servers was 0.4.

Physicochemical Characterization of the Vaccine Construct
Various physicochemical features (molecular weight, sequence length, half-life, instability 
index, theoretical pI, aliphatic index as well as the grand average of hydropathicity or 
GRAVY) were further analyzed from the ProtParam tool (http://web.expasy.org/protparam/) 
(Gasteiger et al., 2005). Prediction results were established on the pK values of the AA.

Secondary Structure Prediction
PSIPRED (Position-Specific Iterative basic local alignment search tool based secondary 
structure PREDiction-http://bioinf.cs.ucl.ac.uk/index.php?id=779) server was implemented 
to determine the secondary structure (Jones, 1999). PSIPRED has two neural networks. 
The preliminary projection was achieved by its first network, which was then manipulated 
as input for the subsequent network. This server achieved an 81.6% Q3 score established 
on the cross-validation method.

Tertiary Structure Prediction and Validation
The tertiary structure was constructed by means of the SWISS-MODEL (https://swissmodel.
expasy.org) website (Waterhouse et al., 2018). The formation of the homology model 
contains four steps: (1) identification of templates, (2) alignment between target with 
the template, (3) model forming, and (4) quality assessment. The automated mode was 
commissioned for this to forecast the tertiary structure and was also validated from the 
Ramachandran plot.

Molecular Docking Between Vaccine Construct and Immune Receptor
To generate proper immune responses, the antigen along with the immune receptor has to 
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work together. For this, molecular docking was performed among the immune receptors 
(Toll-like receptor-3/TLR-3, PDB ID: 2A0Z and Toll-like receptor-9/TLR-9, PDB ID: 
3WPF) with the ligand (the multi-epitope vaccine construct) with the help of PatchDock 
(http://bioinfo3d.cs.tau.ac.il/PatchDock/) server. It mainly holds 3 distinctive phases; 
demonstration of the molecular profile, matching the surface patch, and finally filtering 
and then scoring (Schneidman-Duhovny et al., 2005).

RESULTS

Multiple Sequence Alignment

The multiple sequence alignment of the amino acid sequence of the HVRs of the prototype 
(GB strain, GenBank Accession Nos. AB330084) and the four selected hexon variants 
of HAdV-B3 (3Hv-1, 2, 3, and 4, GenBank Accession Nos. AF542106, DQ099432, 
KC456085, and AY854180 respectively) are demonstrated in Figure 1.

GB-AB330084       TSQWIVTTNGDNAVTTTTNTFGIASMKGDNITKE KDITTTEGEEKPIYADKTY EESWTDTDGTNEKF NIKGGQAKNRKVKPTTEGGVETEEPD

3Hv-1 AF542106    TSQWIVTTNRDNAVTTTTNTFGIASMKGDNITKE KDITTTEGEEKPIYADKTY EESWTDTD VTNEKF NIKGGQAKNRKVKPTTEGGVETEEPD

3Hv-2 DQ099432    TSQWIVTTNRDNAVTTTTNTFGIASMKGDNITKE KDITTTEGEEKPIYADKTY EESWTDTDGTNEKF NIKGGQAKNRKVKPTTEGGVETEEPD

3Hv-3 KC456085    TSQWIVTTNRDNAVTTTTNTFGIASMKGDNITKE KDITTTEGEEKPIYADKTY EESWTDTDGTNEKF NIKGGQAKNRKVKPTTEGGVETEEPD

3Hv-4 AY854180    TSQWIVTTNRDNAVTTTTNTFGIASMKGDNITKE KDITTTEGEEKPIYADKTY EESWTDTD VTNEKF NIKGGQAKNRKVKPTTEGGVE IEEPD

*********.************************ ******************* ********.***** *********************.****

GB-AB330084       DGRDAVAGALAPEIVLYT ETSNNSHANLG NGIGPGHTYQGIKVKTDDTNGWEKDANVAPANEITIGNNL

3Hv-1 AF542106    DGRDAVAGALAPEIVLYT GTSDNSHANLG DGIGPGNRYQGIKVKTDDTNGWEKDANVATANEIAIGNNL

3Hv-2 DQ099432    DGRDAVAGALAPEIVLYT GTSDNSHANLG DGIGPGNRYQGIKVKTDDANGWEKDANVATANEIAIGNNL

3Hv-3 KC456085    DGRDAVAGALAPEIVLYT GTSDNSHANLG DGIGPGHRYQGIKVKTDDANGWEKDANVDTANEIAIGNNL

3Hv-4 AY854180    DGRDAVAGALAPEIVLYT GTSDNSHANLG DGIGPGNRYQGIKVKTDDTNGWEKDANVATANEIAIGNNL

****************** .**.******* .*****..**********.*********..****.*****

Figure 1. Multiple sequence alignment of the HVRs of the prototype (GB strain, GenBank Accession Nos. 
AB330084) and the four selected hexon variants of HAdV-B3 (3Hv-1, 2, 3, and 4, GenBank Accession Nos. 
AF542106, DQ099432, KC456085, and AY854180 respectively). The sequence variations as compared to the 
GB strain at different position of the HVRs are indicated with a dot at the bottom (and are also highlighted in 
green) and the homologies are represented by a star at the bottom.

Prediction of B-Cell Epitopes (BCE), Helper T Lymphocyte (HTL), and Cytotoxic 
T Lymphocyte (CTL) Epitopes

The HVRs of 3Hv-1, 2, 3, and 4 (GenBank Accession Nos. AF542106, DQ099432, 
KC456085, and AY854180 respectively), were analyzed for epitope prediction.

Altogether, 8 BCE were achieved from the HVRs of 3Hv-1 and 4, whereas, 7 BCE 
were achieved from the other 2 hexon variants (3Hv-2 and 3). For those epitopes with 
a similar sequence amongst all four hexon variants, only one was taken into account to 
construct the vaccine. The overall quantity of BCE incorporated was 9.

The HTL epitopes having IC50 values lesser than 50nM (in accordance with NN align 
IC50 score) were selected, depicting high affinity. The final selection was done depending on 
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the overlapping sequences which were then combined together to acquire the final epitopes. 
5 HTL epitopes were nominated after merging the overlapping sequences.

Amongst all the achieved CTL epitopes, there were 9 from 3Hv-1 and 8 from the other 
3 hexon variations (3Hv-2, 3, and 4) that were identified as MHC ligands (presented by 
a <-E sign). The different selected epitopes after merging their sequences are indicated in 
Table 1 and overall predictions are exhibited in supplementary data.

Table 1
The selected B-cell epitopes (BCE), HTL (Helper T Lymphocyte), and CTL (Cytotoxic T Lymphocyte) epitopes 
from the hypervariable regions (HVRs) of the four major hexon variant strains of HAdV-B3

BCE HTL Epitopes CTL Epitopes

WIVTTNR DNFVGLMYYNSTGNMGVLAGQ DTDVTNEKF

GIASMKG DRNTELSYQLLLDSLWDRTRYFSMWKQAVDS YTENVNLET

DITTTEGEE EGEEKPIYADKTYQPEPQ ALAPEIVLY

VTNEKFG LAPEIVLYTENVNLETP ETPDSHVVY

TNIKGGQAKNRKVKPTT NTELSYQLLLDSLGDRTRYF TSDNSHANL

VVYKPGTSDN NTELSYQLL

VDLQDRN WTDTDVTNE

IKVKTDDT GIEDELPNY

SWTDTDGTNEKFG DSLWDRTRY
9 BCE 5 HTL epitopes 9 CTL 

epitopes

Multi-epitope Vaccine Construction

This includes 9 linear BCE, 5 HTL, and 9 CTL epitopes and is exhibited in 
Figure 2. Linear BCE and HTL epitopes were attached together with GPGPG and 
the CTL epitopes were amalgamated with AAY linkers respectively. β-defensin 
(GIINTLQKYYCRVRGGRCAVLSCLPKEEQIGKCSTRGRKCCRRKK), which is 45 
AA long, was further added by the EAAAK linker. Following the addition of linkers and 
adjuvant, the final vaccine construct sequence had 415 amino acids.

Allergenicity and Antigenicity Prediction

The final multi-epitope vaccine construct was not carrying any experimentally proven IgE 
epitopes, hence, it was considered as non-allergic (Supplementary Data).

The antigenicity probability was 0.938684 which designates an excellent antigenic 
feature of the vaccine construct. Reconfirming the antigenicity data from the Vaxijen server 
gave us an antigenicity probability score of 0.9306. Hence, the data from both the servers 
indicate that the multi-epitope vaccine construct is a good antigen.
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Physicochemical Evaluation of the Vaccine Construct

The molecular weight of the vaccine construct was 44 kDa which illustrates decent antigenic 
characteristics. The pI (Isoelectric point) value was 4.84 which designates the vaccine 
construct as acidic. The anticipated half-life was 30 hours in vitro, while the anticipated 
half-life was more than 20 and 10 hours in yeast and E. coli respectively. The expected 
aliphatic index was 59.04 which designates it as thermo-stable. GRAVY was measured to 
be −0.687, and the instability index was computed as 22.13 (Supplementary Data).

Secondary and Tertiary Structure Estimation and Validation

In the projected secondary structure, coil, α-helix, and β-strands formation involved 268 
AA, 86 AA and 61 AA respectively.  Overall, it suggested that 64.57% were coils, 20.72% 
were helix, and 14.69% were stranded.

In tertiary structure prediction, 295 templates were located to match our target sequence, 
but the topmost 50 templates were filtered. The Global Model Quality Estimation (GMQE) 
score was 0.04 which reflects an accurate structure. The model achieved a QMEAN 
(Qualitative Model Energy ANalysis) Z-score of -2.76 which indicated the generated 
model was of extremely good quality. This was also highlighted by a “thumbs-up” symbol 
beside the score.

The Ramachandran plot showed a 79.07% favored region and 6.98% as outliers which 
were highest amongst the three predicted structures. There were no bad bonds present in 
the structure. The MolProbity score was 2.45. The secondary structure, tertiary structure 
and the Ramachandran plot are displayed in Figure 3 (a, b and c respectively).

Figure 2. The multi-epitope vaccine construct consisting 9 linear (BCE) B-Cell Epitopes (dark green), 5 (HTL) 
Helper T Lymphocyte (blue) plus 9 (CTL) Cytotoxic T Lymphocyte (green) epitopes. The linear BCE and 
HTL epitopes were fused by GPGPG (red) linker and CTL epitopes were attached by AAY (yellow) linkers. 
β-defensin (orange) was associated with the EAAAK linker (light blue). Altogether, there were 23 different 
epitopes, 23 linkers, and 1 adjuvant comprising a total of 415 amino acids.
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Figure 3. (a) The secondary conformational elements of the multi-epitope vaccine. The outcome indicated 
the organization of helix (pink colored bars), strands (yellow colored bars), and coils (black straight lines). 
(b) Tertiary folding of the vaccine. The orange to blue color grade bar below denotes the low quality to 
high quality of structure founded on QMEAN model schemes. (c) Tertiary structure validation by means of 
Ramachandran plot.

Molecular Docking Between Immunological Receptors (Toll-Like Receptor-3 and 
Toll-Like Receptor-9) and the Multi-epitope Vaccine Construct

Molecular docking generated several results among which the best 10 outcomes were sent to 
the FireDock server (Fast Interaction REfinement in molecular DOCKing-http://bioinfo3d.
cs.tau.ac.il/FireDock/php.php) for enhancement and model number 10 was nominated as 
best depending on the collaborations between receptor and ligand. In Figure 4 (a) displays 
TLR-3 alone and (b) denotes the ligand-receptor docked complex. The geometric shape 
complementarity score of the best-docked model was estimated to be 12878, the calculated 
interface region of interaction was 1831.80. Also, the atomic contact energy (ACE) was 
457.85. The global energy (binding energy of solution) of the best-docked model was 7.44.

On the other hand, Figure 4 (c) displays TLR-9 alone and (d) denotes the ligand-receptor 
docked complex. The geometric shape complementarity score of the best-docked model 
in this case was estimated to be 13944, the calculated interface region of interaction was 
2231. Also, the atomic contact energy (ACE) was 448.23. The global energy (binding 
energy of solution) of the best-docked model was 7.94.
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DISCUSSION

HAdV-B3 causes respiratory infections with severe morbidity and mortality. It is generally 
considered as the most frequently identified HAdV type among pediatric age group with 
respiratory infections, requiring hospitalization. Over recent years, HAdV-B3 mediated 
respiratory illnesses have turned out as global health problem (Chen & Tian, 2018). 
Henceforth, the development of a vaccine is the key to encounter this health issue.

In an effort to prevent acute respiratory disease among military personnel, a live 
enteric-coated oral vaccine containing strains of HAdV-E4 and B7 was introduced in 1971 
(Gurwith et al., 1989). Within the period of the vaccine use, the morbidity decreased by 
50-60%, but later, many cases of HAdV-E4 and B7 mediated respiratory diseases had been 
detected among formerly vaccinated persons (Blasiole et al., 2004). The detailed study 
revealed that major antigenic changes occurred due to single or multiple coding variations 
in HAdV-E4 and HAdV-B7 (Crawford-Miksza et al., 1999).

HVRs of hexon of HAdV-B3 are highly diverse in their antigenic areas (Haque et al., 
2018). Since the epitopes of HAdVs are conformational, changes in single or multiple AA 
in HVRs might considerably affect the antigenic regions (Blasiole et al., 2004). Hence, the 
antibody aimed at one variant may not offer a protective effect against additional existing 
variants of HAdV-B3.

Figure 4. Comparison of Toll-like receptors-3 (TLR-3) and Toll-like receptor-9 (TLR-9) with the vaccine 
construct docked complex. (a) The rainbow-colored structure represents TLR-3 (PDB ID: 2A0Z), (b) The 
docked complex where the rainbow-colored structure is TLR-3 with the red colored structure denoting the 
multi-epitope vaccine construct, (c) The rainbow-colored structure represents Toll-like receptors-9/TLR-9 
(PDB ID: 3WPF), and (d) The docked complex where the rainbow-colored structure is TLR-9 with the red 
colored structure denoting the multi-epitope vaccine construct.
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Considering the epidemiological and clinical significance, an effective vaccine for 
HAdV-B3 is in demand to curb the infection and reduce health expenses. However, there 
are several challenges to create a vaccine against HAdV-B3 in a traditional way, for 
instance, (1) unavailability of all the strains reported so far due to the lack of culturing 
and isolation of the virus (Purcell et al., 2007), (2) strict biosecurity rules to transport the 
live virus (Salerno et al., 2007), (3) the huge amount of time essential for this (Purcell et 
al., 2007), and finally, (4) a chance of the emergence of a new recombinant strain when 
multiple strains are mixed together to generate a live vaccine (Sadanand, 2011). These 
challenges advocate that a newer approach to vaccine development is obligatory to bypass 
all these difficulties. Regarding this, a multi-epitope vaccine might be suitable as it allows 
to include numerous epitopes. This kind of vaccine was previously developed against many 
viruses namely human papillomavirus (Sabah et al., 2018) and dengue (Ali et al., 2017) 
which showed immense diversity in their neutralizing epitopes like HAdV-B3.

In the present study, first-ever against HAdV-B3, different immunoinformatics tools 
were applied to develop a multi-epitope vaccine construct. For this, different epitopes were 
predicted and a vaccine construct of 415 AA length was built carrying 9 linear BCE, 5 
HTL, and 9 CTL epitopes conjugated with linkers. β-defensin was combined as an adjuvant 
since the peptides themselves are inadequately immunogenic. It recruits naive T-cell and 
immature dendritic cells at the site of infection through the CCR6 receptor (C-C Chemokine 
Receptor type 6), and provides adaptive and innate host response (Mohan et al., 2013).

The molecular weight of the newly developed vaccine construct was 44kDa which 
implied excellent antigenic properties as some higher molecular weight vaccines showed 
severe side effects. Previously, whole cells were used as vaccine candidates which were 
effective but some serious side effects were also associated. A well-known example is the 
vaccine against Bordetella pertussis having multiple pertussis antigens, where the molecular 
weight of the filamentous hemagglutinin and pertactin were 200kDa and 69kDa respectively 
(Kanra et al., 1993). The pI (Isoelectric point) value of the construct was 4.84 which 
denotes an acidic quality (Gasteiger et al., 2005). The pI of a protein is a good indicator of 
the protein’s solubility as proteins tend to be the least soluble near their pI (Righetti et al., 
1981). The Grand average of hydropathicity (GRAVY) value of our construct was −0.687 
which designates hydrophilicity of the protein. The structure of the vaccine construct was 
stable since the instability index was 22.13. The aliphatic index of a protein is defined by 
the relative volume occupied by the aliphatic side chains (alanine, valine, isoleucine, and 
leucine) and high aliphatic index may be regarded as a positive factor for the increase of 
the thermostability (Ikai, 1980). The aliphatic index of the multi-epitope vaccine construct 
was 59.04 signifying that it is thermostable.

TLR-3 recognizes dsRNA, and thus, is involved in antiviral host immune responses 
(Alexopoulou et al., 2001). As dsRNA can potentially be generated during adenoviral 
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infection (Zhu et al., 2007), we have performed the docking of the multi-epitope vaccine 
construct with TLR-3. Moreover, TLR-3 has been shown to promote cross-priming to virus-
infected cells (Schulz et al., 2005). The best-docked model with TLR-3 had a geometric 
shape complementarity score of 12878 and the global energy score was 7.44. However, 
HAdV-B3 activates innate immunity by its dsDNA through TLR-dependent pathway and 
the recognition of HAdV-B3 by the plasmacytoid dendritic cells is mediated by TLR-9 
(Iacobelli-Martinez & Nemerow, 2007). Therefore, we had also performed the docking 
analysis of the multi-epitope vaccine construct with TLR-9. The best-docked model with 
TLR-9 had a geometric shape complementarity score of 13944 and the global energy score 
was 7.94.

Lastly, we believe that our newly proposed multi-epitope vaccine construct against 
HAdV-B3 could offer several advantages such as, (1) focusing an immune reaction 
concerning only the key neutralizing epitopes while circumventing the induction of 
antibodies that has no protective role and may even be harmful, (2) enable a more robust 
immune response capable of potentially accommodating mutations in neutralizing epitopes, 
(3) evading the hazard of handling live viruses, (4) it could be produced readily in the 
laboratory, (5) it can diminish the chances of co-infection as every possible epitope would 
be present and finally (6) if new hexon variants of HAdV-B3 appear in future, their epitopes 
could be easily incorporated in the existing vaccine.

CONCLUSION

Considering the heterogeneity of HAdV-B3 and the complexity of generating conventional 
vaccines, a multi-epitope vaccine construct incorporating all epitopes of four major 
HAdV-B3 hexon variants was built utilizing various immunoinformatics tools. We believe 
that this in silico multi-epitope vaccine construct will considerably reduce the time and 
expense of biological work essential for vaccine development with a better possibility of 
getting the desired solution by lessening the necessity for countless trial and error repeats 
of assays.
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ABSTRACT

A study was carried out to determine the effects of the steaming process on the proximate 
composition of the dark and white muscle tissue of Thunnus tonggol sampled from 
Terengganu waters. The mean percentage of moisture, ash, lipid, and protein of the raw 
dark muscle was 59.1%, 3.8%, 12.1% and 33.9%, while in the raw white muscle were 
66.7%, 2.9%, 2.7% and 33.9%, respectively. Both types of muscle showed a significantly 

different value in the lipid content. There 
was significant increase recorded in the 
protein content in both types of muscle after 
the steaming process (79.1% and 93.0% 
in dark and white muscles, respectively). 
Likewise, the percentage of ash showed 
some increment with 4.8% in the dark 
muscle and 7.9% in the white muscle. 
However, the cooking process decreased 
the percentage of moisture and lipid in both 
dark and white muscles. The percentage of 
moisture in dark muscle was reduced to 



Norhazirah Abd Aziz, Ahmad Shamsudin Ahmad, Adiana Ghazali, Nurul Izzah Ahmad, Ahmad Ali and Meng-Chuan Ong

630 Pertanika J. Sci. & Technol. 29 (1): 629 - 639 (2021)

7.7%, and 9.7% in white muscle. On the other hand, percentage of lipid content in both 
types of muscles after the steaming process was 0.43% in dark muscle and 0.03% in 
white muscle. This study reveals that the cooking process had considerable effects on the 
proximate composition of both dark and white muscles. 

Keywords: Dark and white muscles, longtail tuna, proximate composition, raw and cooked, Thunnus tonggol

INTRODUCTION

Fish is known as the major source of food and essential nutrients to fulfil the nutritional 
requirements in most human populations of the world. Fish have been obtained a wide 
attraction as an excellent source of digestible protein, vitamins, and other minerals (Elmadfa 
& Meyer, 2017; Abraha et al., 2018; Mohanty et al., 2019). It has been reported that the 
population in eastern Asia consumed fish with rice daily or as part of a rice dish or as a 
side dish (Burger et al., 2003; Tang et al., 2015; Ahmad et al., 2016). The annual per capita 
fish consumption of Malaysian was the second highest after Japan when comparing among 
Asian nations or ranked number fifth throughout the world (York & Grossard, 2004). In 
particular, the consumption of fish among Malaysian has been recorded at least once a 
day in the amount of one and one–half medium size fish per day (Norimah et al., 2008; 
Ahmad et al., 2015). 

Terengganu state situated at the east Peninsular of Malaysia has the longest coastline in 
Peninsular Malaysia around 244 km facing South China Sea waters. This region experienced 
monsoon seasons every year from November to March with a high density of rainfall, 
strong winds, and waves (Mohamed & Amil, 2005; Antonina et al., 2013; Daud et al., 
2016). Terengganu is known as one of the centers of fisheries landing areas in Malaysia 
(Terengganu Tourism, 2018). In Terengganu, the most popular commercial fish species 
landed and consumed is Longtail tuna, Thunnus tonggol (Figure 1), or known as “Ikan 
Tongkol” (Basir et al., 2016; Azmi et al., 2019) by local communities. Terengganu people 
were estimated to consume this species 239.7 g per person and 1.83 times per week which 
is about 437.4g/person/week (Norhazirah et al., 2020). This species is among the smaller 
members of the Tuna family (Griffiths et al., 2010; Al-Mamari et al., 2014). In Terengganu, 
Thunnus tongkol is often served with a special local delicacy called Nasi Dagang cooked 
with curry gravy and served with glutinous rice. Another Terengganu’s popular Thunnus 
tonggol dish is Singgang, a healthy yet delicious fish soup prepared with turmeric, chili, 
garlic, and onion serve for lunch. 

Despite its nutritional value and consumer preference, the effect of cooking on this 
species has been scarcely inscribed. Generally, the nutritional value in fishes can be altered 
by processing and heat applied through cooking methods (Alia et al. 2020). Therefore, it is 
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appropriate to undertake a thorough analysis of the proximate composition of this species’ 
intramuscle, hence this research was accomplished. 

Figure 1. The Longtail tuna (Thunnus tonggol) which is among the smaller members of the Tuna family and 
is in high abundance in Terengganu waters. 

METHODOLOGY

Sample Preparation and Cooking 

The fresh Thunnus tonggol fish samples with mean and length recorded were 1567±107.3 
g and 48.4±1.3 cm respectively (n = 25) was obtained from the local fishermen from fish 
landing port at Pulau Kambing, Kuala Terengganu. Then the samples were transferred 
to the laboratory for further analysis. During transportation, the samples were kept in 
the icebox at low temperature, ±4oC. On arrival at the laboratory, the fish samples were 
washed with distilled water three to four times to discard foreign substances and fish blood 
before the samples were eviscerated. The bone and skin were removed using a ceramic 
knife. Steaming of the samples were performed in a domestic steamer Pensonic PRC-25 
G (Malaysia) at approximately 100oC for 20 minutes (Adepoju et al., 2017). The dark and 
white muscle were steamed separately. The raw and steamed samples were dried in the 
oven at 60°C for 12 hours as to express in dry basis. For steamed samples, the Longtail 
tuna muscles were steamed before undergoing the drying process. Then the dried samples 
were homogenized using a kitchen blender (Lombardo-Agüí et al., 2015; Gan et al., 2016) 
and analyzed to determine the proximate composition.

Proximate Composition

For futher analysis, the moisture content of raw and steamed muscle samples was 
determined by oven-drying method at 95 – 105°C for 24 hours. Crude protein content was 
calculated by converting the nitrogen content as determined by Kjeldahl’s method (Gerhardt 
KBL40S and Foss Kjeltec 2100) using the conversion factor of 6.25 (Sullivan & Carpenter 
1993). The lipid content was determined by the method described by AOAC (2006) using 
the Soxhlet system (Foss ST310). The Ash content in the muscles were gravimetrically 
determined by dry–ashing in a muffle furnace at 600°C for 6 hours. 
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Statistical Analysis

The normality test was run by using SPSS software where the p-value < 0.05, not normally 
distributed. A non-parametric Chi-square test was run to prove that the data was statistically 
significant where the p-value < 0.05.

RESULTS 

The average percentage of proximate composition in raw and cooked Thunnus tonggol 
muscles were presented in Table 1. All the data were expressed in percentage dry basis. 
Generally, in raw muscles, the highest proximate composition was moisture with 59.1%, 
ranged from 58.5% to 59.5%, and 64.9%, ranged from 64.5% to 69.7% in dark and white 
muscle, respectively. The average ash content was slightly higher in the dark muscle which 
is 3.8% compared to 2.9% in white muscle. On the other hand, there was a significant 
distinction in the value of lipid content in both types of muscle, which the average value 
recorded was 12.1% and 2.7%. However, there were no significant differences in the average 
percentage of protein in both dark and white muscle. 

Table 1
The mean and range percentage of lipid, moisture, ash and protein in raw muscle samples and cooked samples 
of Longtail tuna. All the values were expressed in percentage dry basis.

Proximate composition
(% dry basis)

Moisture
(%)

Ash
(%)

Lipid
(%)

Protein
(%)

Raw 
sample

Dark muscle a 58.5 – 59.5* 
b 59.1 

3.6 – 4.2*

3.8 
10.1 – 14.4 
12.1 

32.2 – 35.5 
33.9 

White muscle 64.9 – 69.7* 
66.7

2.9 – 3.1* 

2.9 
– 4.2 
 2.7 

33.0- 35.6 
33.9 

Cooked 
sample

Dark muscle 6.1 – 7.2* 
7.7 

4.3 – 5.3* 

4.8 
0.38 – 0.47 
0.43 

78.5–79.6*

79.1 

White muscle 8.6 – 10.1* 
9.7 

7.5 – 8.6* 
7.9 

0.02 – 0.04 
0.03 

91.5- 94.4* 
93 

a The ranges percentage of proximate composition in intramuscle of raw and cooked samples.
b The averages percentages of proximate composition in intramuscle of raw and cooked samples
*Significantly different compared to the raw and cooked samples
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Nevertheless, the cooking process reduced lipid content by 96.4% in dark muscle 
while 98.9% in white muscle. Apart from that, the moisture content also dropped after the 
cooking process in both types of muscle. However, the content of ash and protein showed 
an increment in dark and white muscle after being treated with the steamed process. The ash 
content raised by 63.3% in white muscle, while only 20.8% in dark muscle. Meanwhile, the 
protein values were increased tremendously after cooking treatment. The protein content in 
dark muscle increased by 133.3% while 174.3% in white muscle after the cooking process. 

DISCUSSION
The nutritive values of the fish muscles may be altered by processing or cooking methods 
(Garcı́a–Arias et al., 2003; Rahman et al., 2012; Moussa et al., 2014). The heat applied 
to the muscle may alter the content of moisture, ash, lipid, and protein (Feng et al., 2017; 
Abraha et al., 2018). Other than that, the structure of dark and white muscle may contribute 
to the changes of proximate composition in both raw and cooked samples.  

In this study, both dark and white muscles of Thunnus tonggol were declining in the 
percentage of moisture by 87.0% and 85.5% in dark and white muscle, respectively, after 
been treated with the steaming process for 20 minutes. Water loss in both types of muscle 
was anticipated after the steaming phase as the heat was applied to them. This finding also 
agreed by other researchers (Ersoy & Ozeren 2009; Hosseini et al., 2014; Ersoy et al., 
2016; Weber et al., 2018) in their studies where there was significant moisture loss in fish 
muscle after culinary treatment. The decrease in the percentage of moisture in both types of 
muscle through evaporation of dripping under heat condition may alter other components 
content such as protein and ash. 

On the other hand, the protein content increased up to 93 % in both types of muscle.  
Protein increased in samples after cooking methods was derived from the loss of moisture 
(Eduardo et al., 2016; Ersoy & Ozeren, 2009). The declining of water content has been 
defined as the most factor that caused the protein and ash contents to increase significantly 
in the steamed fish (Arias et al., 2003; Weber et al., 2008). This is in accordance with the 
findings of Puwastien et al. (1999), Nalan et al. (2004), Weber et al. (2008), and Goswami 
and  Manna (2020) where the cooked fish (steaming, boiling, and grilling) contained higher 
protein levels. Other than that, Ng and Rosman (2019) suggested that the increment of 
protein content possibly an effect of enzymatic hydrolysis, which might cause the free 
amino acids to discharge. On the other hand, the increased of protein content in cooked 
muscle sample might be due to the solubilization of some nitrogenous compounds (Mustafa 
et al., 2012).  

The ash content in muscle samples indicated the information on the distribution of 
bony parts to the flesh (Sofoulaki et al., 2018). The increase of ash percentage indicated 
the larger skeletal mass of the fish (Rasmussen & Ostenfeld, 2000; Daramola et al., 2007). 
Respecting the ash percentage, it consists mainly of minerals (Murray & Burt, 2001). In this 
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study, the increase of ash content by 63.3% in white muscle and 20.8% in dark muscle after 
the steaming process might be provoked by the remarkably dropping of moisture content.

On the other hand, the comparison data on the proximate compositon analysis of few 
different fish species that treated with various cooking methods were demonstrated in 
Table 2. Rainbow trout (Oncorhynchus mykiss) treated with boiling, frying and grilling 
methods were analysed and the findings showed that there were changes occurred in 
proximate composition when compared to the raw sample. The moisture was decreased 
with all cooking treatments while ash, protein and lipid were increased in contents.  Frying 
methods showed the great increment in lipid content from 3.44 ± 0.013 to 12.7 ± 0.08 % 
probably due to the usage of oil in the process. The frying methods that applied to the fish 
in few studies demonstrated the increment in lipid percentage due to the fat absorption by 
the fish (Nalan et al., 2004; Turkkan et al., 2008; Lira et al., 2017). 

Morever, study by Turkkan et al. (2008) presented the same pattern of proximated 
composition when cooking methods were applied to the seabass muscle samples. The 
increasing of lipid percentage in the samples after treated with frying method was 65.3 % 
while baked and miscrowaved methods were 40.7 and 23.2 %, respectively.  Nonetheless, 
the research by Lira et al. (2017) determined the contradicting findings with other studies 
where the percentage of ash, and protein decreased. However, the various pattern found in 
that study might be controlled by the cooking methods and additional ingredients applied 
to the fish samples.

Table 2
The comparison data on the proximate composition analysis in various species of fish in raw and cooking 
treatment samples. All the data were expressed in mean percentage ± sd.  

Species Cooking Treatment Moisture (%) Ash (%)
Rainbow trout 
(Oncorhynchus 
mykiss)

Raw 73.4 ± 0.015 1.35 ± 0.012
Fried 62.7 ± 0.024 1.66 ± 0.006
Boiled 69.2 ± 0.035 1.61 ± 0.02
Grilled 65.8 ± 0.05 1.54 ± 0.025

Seabass 
(Dicentrarchus 
labrax, Linnaeus, 
1758)

Raw 71.62 ± 0.23 0.92 ± 0.4
Fried 62.9 ± 4.47 2.41 ± 0.49
Baked 66.5 ± 3.08 2.18 ± 0.25
Microwave-cooked 69.3 ± 0.38 2.90 ± 0.53

King mackerel         
(Scomberomorus 
cavalla, Cuvier, 
1829)

Raw - 5.15 ± 0.88
Fried in coconut oil - 5.03 ± 0.70
Cooked in coconut 
milk

- 3.69 ± 0.26
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CONCLUSION

The composition of fish is basically composed of water, lipid, and protein, which create 
the nutritional value, functional aspects, and sensory characteristics of the flesh. The 
cooking method that applied the increasing heat will definitely contribute to the changes 
of proximate composition of the fish due to the oxidation and evaporation process.  Data 
resulting from this study can contribute to the nutrient information in the raw and cooked 
muscle of Thunnus tonggol from Terengganu, Malaysia. These data suggested that there 
was a significant alteration in the proximate composition of this species muscle after been 
treated with one type of culinary method, namely the steaming process. These data also 
accommodate the loss of water content might alter other proximate composition such as 
protein, lipid, and ash. 
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Microwave-
cooked
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ABSTRACT

An assessment of community of benthic macroinvertebrates in waters northwards of Pulau 
Indah, Klang was made with the main objective to determine distribution and diversity 
of benthic macroinvertebrates as well as to establish possible correlation between the 
community’s distributions with environmental parameters. The sediments were obtained 
via Ponar Grab (0.023 m2 mouth area), followed by filtration (500 µm) and laboratory 
sorting  in order to extract all specimens from sediments. The specimens were identified to 
the lowest taxonomic hierachy as possible. The physical parameters such as organic carbon 
(TOC) and grain size distributions were analysed. A total of 775 annelids, 15 arthropods, 12 
echinoderms and 32 molluscs individuals were identified and recorded in six stations overall. 
Family Cirratulidae accounted to the highest numbers of the Annelids (n=358), whilst 

Cerithidae recorded as highest numbers 
of Molluscs. Station 5, 6 and 1 recorded 
the highest diversity index (H’=2.1845), 
evenness index (J’=0.6316) and richness 
index (Dmn=22.0454) respectively. Principal 
Component Analysis indicated sediment 
particle size as the major connector on all 
stations, with different station correlated to 
certain sizes of sediment particle. Pearson 
correlation analysis showed positive 
correlations between environmental 
parameters with eight benthic taxa in this 
study, with most correlations were on 
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specific sediment particle size. As the study of benthic community is still inadequate in 
most of Malaysians waters, particularly in highly industrialised area such as waters in Port 
Klang, this study can serve as a starting point for any future studies concerning ecological 
disturbance affecting benthic community in Malaysian waters. 

Keywords: Gastropod, Macrobenthos, Polychaete, Port Klang, Pulau Indah, Zooplankton

INTRODUCTION

Benthic macroinvertebrates are ubiquitous in seafloors all over the world. Their simple but 
unique lifeform enables them to adapt and survive in various conditions at the seafloor. They 
are regarded as ecosystem engineers, where they help ensuring the sediment environment 
habitable for other groups of marine organisms to thrive (Lu, 2005; Queirós et al., 2013). 

Generally, benthic macroinvertebrates are found to be highly concentrated at soft-
bottom sediment closer to the shore (Hossain, 2018) and also found along the continental 
shelves, where the region is still considered as euphotic zone and rich in nutrients (Vijapure 
et al., 2018). Peninsular Malaysia is well known to have shallower continental shelves 
and lesser water depth around it, especially at Straits of Malacca and Johor (Nakajima et 
al., 2009). These features grant numerous benefits to benthic community such as better 
foraging grounds and better establishment of guilds. Study in Sungai Pulai by Guan et 
al. (2014) estuary also shows variations in terms of spatial factor, where crustaceans and 
polychaetes were found to be highly concentrated in Tanjung Adang (located closer to 
land) and Merambong Shoal (located far off land) respectively. Their study area is known 
to have less human intrusion and populated by seagrasses but vulnerable to anthropogenic 
activities. Study by Mohammad and Jalal (2018) indicated that faunal variation in zones off 
human settlements in Kuala Pahang along Pahang Estuary was higher than the zones nearby 
Kuala Pahang itself. Their study recorded higher volume of polychaetes, gastropods and 
bivalves off Kuala Pahang but records otherwise around Kuala Pahang. Study by Sany et al. 
(2014) around West Port, Klang recorded 23 Molluscs, 3 Echinoderms, 4 Arthropods and 3 
Annelids taxa in 9 stations across the West Port waterways, with molluscs and arthropods 
dominating stations closer to Pulau Kelang, which is known to have higher volume of 
mangrove trees and lesser human intrusions. Based on these studies, it could be deduced 
that spatial variations of benthic macroinvertebrates were influenced by nearby vicinities 
these benthic communities are located on. The number of benthic macroinvertebrate 
studies in Malaysian waters especially in areas with heavy anthropogenic activities are still 
lacking, especially in areas like ports and berths (Sany et al., 2014). As most assessments 
on benthic community in Malaysian waters were done via cluster sampling but limited 
to only one point source, this study focused not only utilizing similar sampling method, 
but also on multiple point comprising mangrove forests in Pulau Kelang, Sungai Klang 
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estuaries and waterways from Southpoint and North Port, and this study could serve as a 
useful reference when conducting cluster sampling in areas surrounded by various point 
sources such as mangrove estuaries (Al-Khayat et al., 2018; Taupp & Wetzel, 2018), ports 
and berths (Belal et al., 2020) and waterways (Arbi et al., 2017).  

Environmental parameters also influence dispersion and dominance of macrobenthos 
in soft-bottom sediment. Macrobenthos in estuaries are generally highly diverse due 
to constant influx of nutrients from nearby mangrove areas, but any disturbance to the 
mangrove areas can directly affect the community as a whole (Lu, 2005). In Brazil, 
deforestation of mangrove forests effectively reduces the macrobenthos in the studied 
mudflat areas from 6000 individuals to less than 50 individuals (Bernadino et al., 2018). 
Deforestation that occurred in the study indicates alteration of the nature of sediment 
and lesser detritus which is necessary for macrobenthos to thrive. Mosbahi et al. (2019) 
showed higher diversity of macrobenthos off the coast of Sfax, Tunisia, attributed by lesser 
exposure to pollutants such as heavy metals further off the coast. Areas with higher heavy 
metal concentration consist of mostly opportunistic polychaetes such as Cirratulus cirratus 
and Capitella capitata whereas in areas with lesser heavy metal concentration consists 
of sensitive species such as Euclymene oerstedi and Cymadusa filose. These substrates 
may originate from the mainland or from certain point source such as fish farm and ports. 
Quimpo et al. (2020) related the impact of fish farm with lower rate of larval settlement for 
coral species, strongly implied influx of excess substrates such as unconsumed fish feed and 
fecal materials from the farm into the sediment. Consequently, this leads to introduction of 
uncontrollable dominance of algae, opportunistic polychaete and bacteria, in which makes 
the settlement of larval coral species difficult. In Malaysian waters, Zhen et al. (2020) 
focused on assessing macrobenthic community at three mudflat sites off Perak and Selangor. 
The study recorded Bagan Nakhoda Omar site as the highest taxa diversity due to higher 
chlorophyll-a, attributing to higher number of gastropods inhabiting the area, and another 
two sites, Bagan Sungai Buloh and Kuala Sangga Besar contained lower taxa diversity, 
attributed by higher ammonia level settling in sediment, possibly originating from nearby 
estuaries. Sany et al. (2015) made an ecological assessment to benthic macroinvertebrates 
in West Port, Port Klang. Their study shows contrasting diversity across the waterway of 
West Port, with lowest diversity but higher dominance of opportunistic gastropods and 
polychaetes at zones closer to berth lines, and higher diversity of ecologically-sensitive 
gastropods and echinoderms at southern end of West Port waterway, which has lesser 
human infrastructures in nearby. 

Assessments made in this area (Port Klang) besides Sany et al. (2015) are still lacking 
overall if not, may not be contemporary with current state of pollution taking place around 
Port Klang in general. Data obtained from this study is may not tally with the current status 
of the benthic communities in this region. This study intends to establish connection of latest 
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distribution of benthic community in the region and relate with the current environmental 
conditions. This study can help us in identifying possible ecological stresses in the region 
and suggesting appropriate benthic bioindicator species inhabiting it, in which their 
population may indicate the current status of ecosystem health of the habitat. The outcome 
of this study may put ways for other specialized studies on sediments at waters of Port 
Klang such as heavy metal (ELturk et al., 2019), oil spill (Omar et al., 2018) and bacterial 
activities in response to presence of certain benthic organisms inhabiting the sediment 
(Hanapiah et al., 2018). 

Therefore, the objectives of this study were to (1) determine distributional pattern of 
benthic macroinvertebrates inhabiting soft-bottom sediments of study areas northwards of 
Pulau Indah, Klang and (2) to establish correlation between the distribution and diversity of 
benthic macroinvertebrates with the corresponding environmental parameters in the study.  

MATERIALS AND METHOD

Collection of Benthic Specimens and Sediment Samples
Sampling was performed one-time in six selected points in waters northwards of Pulau 
Indah (Figure 1). Station 1 was located north of Pulau Indah, closer to mouth of Sungai 
Klang. Stations 2 and 3 were located at east side of Pulau Indah and with close proximity 
to the mainland Selangor. Finally, stations 4 to 6 were located at west side of the island, 
with the station 4 located between the water passage from Northpoint port northwards and 
Southpoint port eastwards. Stations 5 and 6 were situated closer to smaller estuaries in the 
pristine and uninhabited Pulau Mat Zin. 

Triplicates of sediment samples were taken using a Ponar grab with 0.023 m2 mouth 
area for the purpose of assessing distribution of benthic macroinvertebrates, and another 
sediment sample was taken to assess the total organic carbon (TOC) and percentages of 
size particles of sediment (particle size distributon, PSD). Physical parameter such as 
salinity was taken using salinometer, while depth of water was taken using digital depth 
sounder. Sediments used for sorting specimens were filtered through 500 μm sieve before 
being transferred into double plastic bag and preserved using 5% formalin in seawater. 

Sorting and Identification of Specimens and Analyses of Sediments
Sediment samples were transferred into Borgorov Box, where specimens were sorted out 
using forceps under the view of dissecting microscope and transferred into vials containing 
70% ethanol to further preserve the specimens. Digital photos of specimens were taken 
using microscope imaging software (DinoCapture 2.0). Specimens were identified into 
lowest taxonomic level as possible, using reference such as Fauchald and Jumars (1977), 
Idris and Arshad (2013), Nakajima et al. (2009), Ng and Davie (2002), Ng (2017), Fujita 
and Irimura (2015), Ong and Wong (2015), Baharuddin et al. (2018) and others. 
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Sediments were stained with Rose Bengal solution, for easier identification under 
microscope due to pink coloration being applied onto specimens (Bernhard et al., 2006). 
Specimens were filtered immediately from sediments in the laboratory to reduce the 
abrasion effect by the sediment that could break specimens’ body (Altuhafi & Baudet 2011).

Figure 1. Location of all sampling points in this study 
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Loss of Ignition (LOI) method was used to assess the total organic carbon in each 
sediment samples. Sediments were dried thoroughly in an oven for three days in 60°C 
before incineration in muffle furnace (500°C) for four hours. The mass of sediment samples 
before and after burning were obtained and used to derive percentages of LOI and determine 
mass TOC in sediment in g. In TOC analysis, the sediments must be oven-dried for three 
days straight to ensure sediment contain zero moisture; thereby reducing measurement 
error during weighing after muffle furnace phase (Equations [1] to [2]).

LOI(%) 
( )

100%i f

f

W W
W
−

= ×     [1]

TOC (g) = LOI (%) 0.45×     [2]

A 0.45 coefficient was used as conversion factor for, based on standard carbon-nitrogen 
ratio in sediment (Huntington et al., 1988). For determination of percentage of particle size 
distribution, filtration method was used. Fifty (50) g of sediment samples were washed 
to remove impurities before passing through filtration set comprising a 2 mm sieve (for 
very fine sand), 1 mm sieve (for fine sand), 0.5 mm sieve (for medium-sized sand), 0.125 
mm sieve (for coarse sand) and 0.063 mm sieve (for very coarse sand). The percentage of 
sediment samples were assessed by weighing the mass of sediment trapped in each level 
of the set.

Data Analysis

Ecological indices were calculated based on frequency distribution of macrobenthos 
organisms at each station. The Shannon-Wiener Diversity Index (H’), Pielou’s Evenness 
Index (J’) and Menhinick Richness Index (Dmn) were used to assess the state of ecosystem 
in each station. H’ was used to assess diversity of taxa in one group, whereas J’ assesses 
similarity of each taxon number in the group and Dmn assess number of individuals of all 
taxa found in the group (Equations [3], [4], and [5]) (Mason et al., 2005). 

S

1
' ln i i

i
H p p

=

=∑      [3]  

max

'' HJ
H

=       [4]

i
mn

pD
N

=      [5]

Where pi is individual number in one taxon, Hmax is ln(s) of species diversity in the 
community under maximum equitability conditions, and N is total number of individuals of 
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all taxa in one group. For statistical analysis, data derived from environmental parameters 
and macrobenthos population parameters were subjected to one-way ANOVA test to 
determine data differences between stations, respectively. For correlation analysis, both 
data from environmental parameters and macrobenthos population parameters were used 
for Pearson correlation analysis. Principal Component Analysis was plotted to identify 
relationship between stations and environmental parameters recorded in this study. In this 
study, PAST 4.03 was used to assess one-way ANOVA test and PCA, and SPSS 1.0.0.1406 
was used to assess Pearson Correlation Analysis. 

RESULT AND DISCUSSION

Distribution of Benthic Macroinvertebrates in Waters Surrounding Pulau Indah

A total of 834 macrobenthos individuals comprising of 4 phyla were recorded in this study 
(Table 1). In order of highest to lowest abundance, a total of 775 Annelids, 15 Arthropods, 
12 Echinoderms and 32 Molluscs were found. In terms of species abundance per area, 
annelids recorded the highest, followed by molluscs, arthropods, and echinoderms (Figure 
2). Annelids were found in all stations, but more prevalent in Stations 1 to 3. Polychaete 
Caulleriella and Cirriformia (Figure 3) from Family Cirratulidae are found highest in terms 
of abundance overall. Both polychaete genera dominate soft-bottom sediments in stations 
1 and 2. Cirratulid polychaetes are very ubiquitous in soft-bottom sediment globally (Idris 
& Arshad 2013). However, their abundance is highest in regions susceptible to ecological 
stresses such as industrial and sewage areas where pollutions such as oil spill and release of 
heavy metal constituent generally occurs (Ferrando & Méndez, 2011). Both Caulleriella and 
Cirriformia polychaetes are found in other parts of waters surrounding Peninsular Malaysia 
such as in Merambong and Tanjung Adang Shoals (Guan et al., 2014) and Malaysian 
Exclusive Economic Zone in South China Sea (Rosli et al., 2018). Mediomastus (Family 
Capitellidae) and Prionospio (Family Spionidae) (Figure 3) polychaetes also account to 
higher abundance in station 1, and similar to Cirratulids polychaetes, they can be found in 
every soft-bottom sediment habitat and common in regions closer to shores and estuaries 
(Rehitha et al., 2017). 

Molluscs were mostly found in Stations 1 to 3. Cerithidea snail (Figure 3) from Family 
Potamididae recorded the highest abundance in this phylum, and it was found in Station 1 
and 2. Cerithidea snail is commonly found in soft-bottom sediment closer to estuaries and 
rocky shores and some species are found to attach themselves against human infrastructure 
such as dock and rock formations at beaches (Baharuddin et al., 2018 & Halim et al., 2019). 
Cerithidea can be found in other parts of waters of Peninsular Malaysia such as Penang 
(Gholizadeh et al., 2012), Pulau Bidong (Baharuddin et al., 2018) and also previously 
recorded in mangrove habitat in Pulau Klang, Pulau Ketam and Pulau Mat Zin, neighbouring 
islands to Pulau Indah (Singh & Baharin 2016).  Arthropods were mostly found in Stations 



Mohd Sophian Mohd Kasihmuddin and Zaidi Che Cob

648 Pertanika J. Sci. & Technol. 29 (1): 641 - 662 (2021)

Table 1
Checklist of benthic macroinverterbate taxa found in all six stations in waters surrounding Pulau Indah, 
Klang 

 St1 St2 St3 St4 St5 St6
Phylum Anelida       
  Class Polychaeta
    Order Amphinomida
      Family Amphinomidae
        Eurythoe 1
  Order Capitellida
      Family Capitellidae
        Capitella 4
        Mediomastus 82 11
        Notomastus 33
        Pulliela 11
      Family Maldanidae 2 1 2
  Order Cossurida
      Family Cossuridae
        Cossura 1
  Order Eunicida
      Family Eunicida
        Eunice 2 3
  Order Flabelligerida
      Family Flabelligeridae
        Flabellina 1
  Order Orbiniida
      Family Orbiniidae
        Scoloplella 3 1
  Order Phyllodocida
     Suborder Aphroditiformia
      Family Sigalionidae
        Sthenelanella 2 5
     Suborder Glyceriformia
      Family Glyceridae
        Glycera 2 4 6
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Table 1 (Continued)

 St1 St2 St3 St4 St5 St6
      Family Goniadidae
        Goniada 4 5
     Suborder Nereidiformia
      Family Hesionidae
        Syllida 1
      Family Pilargidae
        Ancistrosyllis 7
        Sigambra 5 34
     Suborder Phyllodociformia
      Family Phyllodocidae
        Phyllodoce 1
     Suborder Incertae Sedis
      Family Nephtyidae
        Micronepthys 9 3
  Order Spionida
     Suborder Spioniformia
      Family Poecilochaetidae
        Poecilochaetus 3 2 1
      Family Spionidae
        Prionospio 157 3 3 10 4
     Suborder Cirratuliformia
      Family Cirratulidae
        Caulleriella 83 98 4
        Cirriformia 130 43
  Order Terebellida
      Family Terebellidae 1
Phylum Arthropoda
    Order Amphipoda
      Family Scinidae
        Scina 3
    Order Decapoda
      Family Paraonoipediae 1
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Table 1 (Continued)

 St1 St2 St3 St4 St5 St6
      Family Xanthidae
        Micropanope spinipes 2
      Family Pontoporeiidae
        Monoporeia 3
    Order Euphausiacea
      Family Euphasuiidae
        Thysanoessa 2
    Order Tanaidacea
      Family Tanaidae
        Tanais 1 3
Phylum Echinodermata
    Order Holothuroidea
      Family Cucumariidae
        Thyonidium 3
    Order Ophiuroidea
      Family Amphiuridae
        Ophiothrix 1
      Family Ophiactidae
        Ophiactis 3 3 2
Phylum Mollusca
    Order Caenogastropoda
      Family Ceriithidae
        Cerithium 4
      Family Potamididae
        Cerithidea rhizophorarum 5 5
        Cerithidea rhizophorarum morchii (var.) 8 2
    Order Littorinimorpha
      Family Rissoidae
        Alvania 7
    Order Neogastropoda
      Family Nassariidae
        Nassarius   1    
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4 to 6. Two families of crabs were identified, namely Family Paraonoipediae and Xanthidae 
(Figure 3). These crabs were found in Stations 4 and 5 respectively. These families of crab 
are well-known to inhabit in estuary areas and occasionally found at submerged part of 
port and berth (Ng & Davie 2002). Both families are common families of crab in Strait of 
Malacca and major waterways in Indonesia (Ng, 2017). 

Zooplankton found in this study comprised amphipods, krills and tanaids (Figure 3). 
Like Brachyura crabs, majority of these individuals were found only in station 4 to 6. 
Monoporeia and Scina amphipods, Thysanoessa krills and Tanais tanaids are generally 
found only in nutrient-rich water, which in this case their abundance in these stations may 
be attributed to the stations’ closer proximity to multiple small estuaries with rich mangrove 
covers (Nakajima et al., 2019). Distribution of sea cucumber Thyodinium and brittle stars 
Ophiuthrix and Ophiactis is commonly restricted to only areas rich in nutrients (Kamarudin 
et al., 2015; Gondim et al., 2013). Sea cucumber Thyodinium is previously reported as 
common in Tanjung Piai, Johor (Ong & Wong 2015), whereas Ophiuthrix and Ophiactis 
(Figure 3) are recorded in Strait of Johor (Fujita & Irimura, 2015). Studies showed that 
these organisms prefer environment with higher nutrient affluent and organic materials, 
and that closer the habitat to estuaries, the higher the abundance of these Echinoderms 
(Ong & Wong, 2015; Fujita & Irimura, 2015).

Figure 2. Taxa abundance percentage for all phyla in each station per square area. 
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Figure 3. Assortment of representative genera found in this study. Annelids: (a) Cirriformia (b) Caulleriella (c) 
Prionospio; Gastropods: (d) Cerithidea; Arthropods: (e) Paraonoipediae crab (f) Micropanope (g) Monoporeia 
(h) Scina (i) Tanais; and Echinoderms: (j) Ophiothrix (k) Ophiactis

Taxonomic identification performed in this study was based on several studies such
as Idris and Arshad (2013) for the annelids, Ong and Wong (2015) for the echinoderms, 
Ng (2017) for the arthropods and Baharuddin et al. (2018) for the molluscs. In addition, 
online websites such as WoRMS and MyBIS were also used as these online repositories 
are often updated by users all the time. Databases on online repositories may contain even 
more accurate location of targeted taxa as well as suitable naming nomenclature, biological 
traits, life cycle and even feeding behaviour (Horton et al., 2017).

Assessment of Ecological and Environmental Parameters 

Table 2 shows ecological indices in terms of Shannon-Wiener Diversity Index (H’), Pielou’s 
Evenness Index (J’) and Menhinick’s Richness Index (Dmn). For H’ index, station 5 was 
the highest, followed by stations 6 and 3. Station 6 recorded the highest J’ index value, 
while station 4 showed vice versa. Lastly, Dmn recorded station 1 as the highest in all station 
followed by station 2 and 3. Other stations, 4 to 6, showed almost similar Dmn index value. 
H’ found in all stations especially in Station 5 was comparatively lower than the previous 
record of H’ in Sany et al. (2014). Sany et al. (2014) focused on West Port, and Station 5 
is located on it. Possible factor attributing to lower H’ may be due to lower number of taxa 
found in this study compared to the number of taxa found in Sany et al. (2014). This study 
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also did sampling session only once, whilst Sany et al. (2014) performed the sampling 
in the region several times, possibly explaining higher taxa number and specimen counts 
than this study.  

Table 2 
Population parameters and ecological indices for overall benthic macroinvertebrates in respective stations

Stations Taxa No. Density (ind./m2) H’ J’ Dmn

1 11 21043.48 1.63 0.26 22.05
2 11 7347.83 1.38 0.27 13.15
3 13 5043.48 2.01 0.42 10.19
4 8 1086.96 1.76 0.55 5.00
5 10 1260.87 2.18 0.30 5.39
6 9 1130.43 2.06 0.63 5.10

As for environmental parameters, station 6 recorded the highest total organic carbon, 
followed by station 4 as the lowest record for the latter (Figure 5). As for sediment particle 
size assessment (Figure 4), stations 1 and 3 recorded highest percentage of coarse sand 
(0.5 mm) (52.24%, 49.16%). Stations 2, 4 and 5, on the other hand, recorded highest 
particle size percentage fine sand (67.13%, 84.61%, and 75.45%). Lastly, station 6 showed 
highest percentage of granule (2 mm) (17.70%). 
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Correlation of Distribution and Diversity of Benthic Macroinvertebrate 
Community with Environmental Parameter

Data Significance Between Stations. In terms of data significance, one-way ANOVA 
test showed no significant difference on both environmental parameters and benthic 
communities’ abundance in all stations ( P  > 0.05).

Correlation Between Stations with Surrounding Environmental Parameters. Based 
on PCA analysis (Figure 6), stations 2, 4, and 5 were more attributed to fine sand (0.125 
mm particle size sediment). These stations are located in between islands or mainland. 
Fine sand is common in this area. Bolam et al. (2016) reported aggregation of snails, 
polychaetes such as Spionids and Cirratulids and brittle star such as Ophiuroids in seafloor 
nearby a dredge disposal area, northeast coast of England, where active sedimentation 
process took place. Similarly, the coastline is also passed frequently by ships from other 
part of England. Benthic taxa found in Bolam et al. (2016) were smaller in size and their 
availability in sediments might be attributed to their ability to transverse across smaller-
sized sediment to catch food and survivability from larger-sized predators such as crabs 
and Errantia polychaetes. 

PCA analysis also showed that Station 1 and 3 were more attributed to coarse sand 
(0.5 mm sediment size). Station 1 is located nearby estuaries of Sungai Klang which is 
connected directly into Selangor inland, whilst station 3 is located nearby Sungai Langat. 
Sedimentation from these rivers were lower, hence might explain higher percentage of 
medium-sized sand but lesser extremities. Harris & Aris (2015) studied bioaccumulation of 
metals on these two rivers and reported lower sedimentation rate from both rivers inland. 
Polychaetes and gastropods were found in larger abundance in these two stations, with 
Sedentaria polychaetes (Capitellids, Cirratulids, Spionids) dominating the sediment by 
whole. Hill et al. (2013) conducted survey on dominance of these three polychaete family 
in Sydney Harbour, Australia, and associated large presence of these polychaete groups 
with presence of substrata in sediment such as PAH and heavy metals. 

Lastly, PCA analysis indicated that station 6 was more attributed towards very fine 
sand (0.063 mm sediment size), very course sand (1 mm sediment size) and granules (2 
mm sediment size), water depth, salinity and TOC. Station 6 is located closer to estuaries 
from Pulau Kelang, an island with mangrove biotope. Previous study by Sany et al. (2014) 
at shipping route nearby this study’s station 6 recorded variation of Errantia polychaetes, 
gastropods and molluscs, and these variations were attributed to high concentration of 
organic nutrients such as phosphate and nitrate originating from estuaries of Pulau Kelang 
which might fuel phytoplankton leading to establishment of food web in the region by 
other organisms. Similarly, study by Barros et al. (2012) on mangrove estuaries in Brazil 
recorded highly diverse polychaete community, in which their occurrence were attributed 
to higher flux of organic carbon in sediment, originating from sediments drifting away from 
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mangrove roots. Their study also considered salinity as the driving factor for diversity of 
benthic community in the region. It may be possible that sedimentation process from Pulau 
Kelang mangrove estuaries might end up transporting more sediment offshore, in which 
sediment might contain enough organic materials for taxa in the region. 

Correlation Between Benthic Taxa with Environmental Parameters. Pearson correlation 
analysis (refer to attached Excel file) indicated several genera of benthic macroinvertebrates 
had positive and negative correlations towards certain environmental parameters recorded 
in this study. For polychaete groups, Cossura had positive correlation with salinity, very 
fine sand (0.063 mm) and very coarse sand (1 mm); Glycera positively correlated to very 
fine sand (0.063 mm); Micronepthys positively correlated to 2 mm and Poecilochaetus 
positively correlated to course sand (0.5 mm). Cossura polychaete is commonly found 
in muddy sediment, and previously recorded in Bay of Bengal (Smitha et al., 2017) and 
in dredge disposal zone in Brazilian estuary (Sousa et al. 2019). Glycera bloodworm is 
common in smaller grain-sized sediment where it is easier to transverse to catch prey, 
and previously recorded in sediments of Sepetiba Bay, Brazil, with higher percentage on 
smaller-sized grain such as mud and silt (Mattos et al., 2013). Micronepthys is commonly 
found in sub-tidal areas where larger-sized sediment dominate the region (Murray et al., 
2017), and previous report by Shakouri et al. (2017) showed records of the genus abundance 
in sub-tidal areas of Chabahar Bay, Iran. Peocilochaetus is common in sandy sediment 
closer to estuaries. Previous record by Raut et al. (2013) on east coast of India reported the 
finding of this genus in sediment closer to recently cleaned-up Boat Harbour. 

In terms of Arthropod groups, both Monoporeia and Thysanoessa have positive 
correlation to salinity, very fine sand (0.063 mm) and very coarse sand (1 mm). Tanais 
was positively correlated to very coarse sand (1 mm). Previous records of these arthropods 
showed higher abundance of Monoporeia amphipod, Thysanoessa krill and Tanais tanaid 
in estuary and intertidal zones where salinity gradient was present along the zone, and 
higher percentage of smaller-sized grain sediment such as mud and silt present in the area 
(Wiklund & Andersson, 2014; Cabrol et al., 2019; Pandiyarajan et al., 2020). 

For echinoderms, Ophiactis’ abundance was negatively correlated to coarse sand (0.5 
mm). Previous record on Ophiactis in Johor Straits showed higher abundance of the genus 
in mud and silts rather than in larger-sized sediment (Fujita & Irimura, 2015). Oppositely, 
mollusc Cerithidea rizopharum showed positive correlation to coarse sand (0.5 mm). 
Cerithidea is a common gastropod readily found in intertidal areas closer to port and berth 
where sands are in highest percentage of grain-size percentage (Reid & Claremont, 2014). 
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CONCLUSION

This study concludes that annelids were highest in terms distribution and diversity in all 
study areas, whilst distribution and diversity of other phyla were limited to certain study 
areas only. Ecological indices showed highest diversity index in Station 5, highest evenness 
in Station 6 and highest richness index in Station 1. Correlation study showed sediment 
particle size as a major factor that differentiated all stations in study, and also a major 
factor that correlated positively on eight benthic taxa in this study and another one taxon 
attained negative correlation on the same factor. 

As benthic studies in Malaysia as a whole are still very inadequate, especially in areas 
with heavy human interference, this study can serve as a good starting point for more 
extensive studies regarding ecological stresses in benthic communities in other main 
ports in Sabah, Sarawak and Johor. Through this study, we can create a good comparison 
and generalization on conditions in benthic communities in these regions, and if possible, 
recommend actions to reduce any loss taxa of benthic community ecological stresses 
induced by pollutants such as heavy metal, oil spills and improper handling of domestic 
wastes. 
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ABSTRACT

Dam-break floods are a serious disaster. This study aims to simulate and model the Mae 
Suai dam-break flood using shallow water equations (SWE) with an adaptive tree grid finite 
volume method, and determine the relationship between the initial water levels in the dam 
and the simulation results set regarding arrival times and maximum water depths using a 
polynomial model. We used elevation data obtained from the Shuttle Radar Topography 
Mission. The method was evaluated using the Xe-Pian dam-break flood simulation. The 
numerical results of water propagation was in agreement with the satellite image. The SWE 
and numerical algorithm was then used for the Mae Suai dam-break flood simulation. The 
numerical solution sets were approximated by a polynomial function of appropriate degree 
for flood arrival times and maximum water depth. Comparisons showed that the polynomial 
model results were similar to the SWE results; however, the proposed method was more 
efficient and can obtain a flood risk map without the need to fully solve the SWE. The 
method can also be applied for dam-break flood simulations and models in other regions 
using information from the dam. 

Keywords: Dam break, modeling, polynomial 
function, shallow water equations, simulation 

INTRODUCTION  

Dam-break floods are serious disasters. In 
1959 the Malpasset dam-break in southern 
France, caused about 68 million dollars in 
terms of economic loss and resulted in 421 
deaths (Goodman, 2013). In 2005, the Taum 
Sauk dam-break flood in the United States 
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caused 1,100 fatalities (NOAA, 2005). In 2018, the Xe-Pian Xe-Namnoy dam-break 
flood in Laos resulted in 6,600 people becoming homeless and 98 people missing (Gong, 
2018). Simulation and modeling of dam-break floods are necessary in order to provide 
information for planning, preparation, prevention and evacuation. For the simulation 
and modeling of the dam-break, George (2011) simulated Malpasset dam-break flood by 
solving the shallow-water equations with a finite a volume method and block-structured 
dynamic adaptive mesh refinement (AMR), while Dat et al. (2019) simulated dam-break 
flood inundation for a case study of DakDrinh Reservoir in Vietnam using 1D and 2D 
models of MIKE FLOOD. Moreover, Latrubesse et al. (2020) studied the cause of the 
Xe-Pian Xe-Namnoy dam breach, and assessed the hydrologic and geomorphic impact of 
the flood using the HEC-RAS 2D model to study flooding dynamics and dam-break flow.

Most of the dam-break simulations used numerical methods for solving the shallow 
water equations, which is time-consuming. And since the dam-break flood is a sudden flood, 
the results of the simulations may not be available in real-time. A mathematical model that 
can be run without fully running the numerical methods would be more practical. This can 
be performed by solving the model equations using the numerical method for some flood 
events and finding the relationship of the solution in the form of a simple model that can 
create the information for the dam-break in real-time.

In Thailand, an earthquake with a magnitude of 6.3 on the Richter scale occurred at 
Payao breakage in northern Thailand. The Payao breakage may have been caused by the 
earthquake and the dam-break at the nearby Mae Suai dam. This study was conducted for 
flood simulation and modeling for the case of Mae Suai dam break. 

In a previous study, Busaman et al. (2015) developed the program to simulate and 
visualize the overland water flows by solving the shallow water equations using an adaptive 
tree grid finite volume method. This study modified this method in application for the 
dam-break flood simulation and modeling.  Therefore, the objective of the study was to 
simulate Mae Suai dam-break flood using the shallow water equations with adaptive tree 
grid finite volume method, and assessed the relationship between initial water levels in 
the dam and the Mae Suai dam-break flood simulation results set regarding arrival times 
and maximum water depths using polynomial modeling.

MATERIALS AND METHODS

This study used a computational program (Busaman et al., 2015) written in Delphi Version 
7 which could simulate and visualize in two and three dimensions animated views using 
the Open Graphics Library interface, including automatic generation of Keyhole Markup 
Language files for showing results via the Google Earth program.  The program consists of 
numerical models and algorithms used to simulate and visualize the overland water flow.
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Equations

For the numerical models, the system of shallow water equations (SWE) was used to 
determine the behavior of overland water flow. The shallow water equations can be written 
as Equations 1, 2 and 3 (Cushman-Roisin & Beckers, 2011).

0h uh vh
t x y

∂ ∂ ∂
+ + =

∂ ∂ ∂
      [1]

2 2 2 2 2
2

4/3

( )gu h huh uvh z n u u vgh gh
t x y x h

∂ +∂ ∂ ∂ +
+ + = − −
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  [2]

2 2 2 2 2
2

4/3

( )gv h hvh uvh z n v u vgh gh
t x y y h

∂ +∂ ∂ ∂ +
+ + = − −

∂ ∂ ∂ ∂    
[3]

In the above equations, h is the water depth, uh and vh represent the water discharge 
in the x and y directions, respectively, u and v are depth-averaged velocities in x and y 
direction respectively. For other variables, g is gravitational acceleration, z is topographic 
height, t is time, and n is the Manning’s roughness coefficient. The equation can be written 
in a vector form as Equation 4:

( ) g( ) ( ) ( )t x yH f H H Z H S H∂ + ∂ + ∂ = − −    [4]

where [ ]TH h uh vh= is the dependent variable. 2 2
2( ) [ ]g Tf H uh u h h uvh= + and 

2 2
2g( ) [ ]g TH vh uvh v h h= + are the flux functions in x and y directions, respectively. 

For the source terms, the gravity forces Z(H) and friction forces S(H) are represent by 
Equation 5:

( ) 0
T

z zZ H gh gh
x y

 ∂ ∂
=  ∂ ∂ 

     [5]

and Equation 6

2 2 2 2 2 2

4/3 4/3( ) 0
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h h

 + +
=  
  

   [6]

Computational Details

The shallow water equations were solved using a finite volume method. We adopted 
Addusse’s discretization scheme (Audusse et al., 2004; Delestre et al., 2008). However, 
since the accuracy of overland water flow simulation depends widely on the usage of fine 
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terrain grids, two dynamic grid techniques were adopted in our algorithm. First technique is 
to use a dynamically adaptive tree grid method, where the method continuously adjusts grid 
resolutions to follow features in the flow on the terrain. Second technique is the dynamic 
domain defining method (dynamic DDM) described by Yamaguchi et al. (2007). In this 
method, during the simulation, the area computation is expanded or shrunk to exclude 
dry grid cells. We developed the computational program by modifying adaptive tree grid 
techniques for rectangular quad tree grids, and combining them with the dynamic DDM.

For the computational program, Addusse’s scheme can be applied for the discretization 
scheme on adaptive tree grids as Equation 7:

ˆt t t t t
i i k k k i

ki

tH H F n tSτ+∆ ∆
= − ⋅ ∆ −∆

∆ ∑     [7]

where t∆  is the time step size; the subscript i  is the spatial index of each cell; i∆  is the 
cell area; the subscript k  is the index for each sub interfaces over boundary between the 
cell and its neighbor, and kτ∆  is the width of the sub interface; F̂  is the numerical fluxes, 
depending upon the chosen scheme; n  is the unit outward normal vector. In the discrete 
form, the gravity force is distributed to the numerical fluxes for each sub interfaces. 

This method preserves the non-negative solutions of the water depth and also conserves 
the total water depth. Moreover, the scheme can compute dry states, and satisfies the still 
water properties. 

The numerical scheme includes various techniques for best estimation. These 
techniques include a reconstruction procedure where each grid cell is estimated using the 
various quantities at interfaces between two adjacent cells using a min-mod slope limiter 
(Hagen et al., 2005) as Equation 8:

( ) ( )k i k k i k k iQ Q x x y yσ δ− = + − + −     [8]

where [ ]TQ h u v h z= +  is the interpolated variable at each interface k . ( , )i ix y
is the position of the cell, while ( , )k kx y  is the position of each interface k . kσ and kδ  
are minmod slope limiters at the position ( , )k kx y  in x and y directions, respectively. The 
reconstruction procedure is performed for second order accurate scheme in space and helps 
to preserve the steady state and non-negativity of water depth. These quantities at interfaces 
are used for flux computation based on Harten, Lax and van Leer (HLL) flux as Equation 9: 

ˆ ˆ( ) ( ) ( )ˆ ˆ ( )k k k k
k k k k

F U F U U UF n Z U nα α α α
α α

− + + −
−+ − + −

+ −
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−
 [9]
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where { }ˆ ˆmax , ,0k k k kq n gh q n ghα − − + +
± = ± ± ⋅ + ± ⋅ +  are the wave speeds with the 

velocity vector, [ ]Tq u v=  and the vector of flux function [ ]ˆ ( ) ( ) g( ) TF U f U U= . In 
here, ˆ ( )

T

x yZ U z z =    
is the term to satisfy the balance of momentum flux and momentum 

gravity forces in the Audusse’s scheme, when (Equation 10):
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In these equations, ˆ ˆ ˆ, ( ) , ( )
T

k k k kU h uh vh± ± ± ± =    is the vector defined by the Audusse’s 
scheme with the hydrostatic reconstruction (Zanotti & Manca, 2010) given by Equation 11:

{ }ˆ max 0, max{z , z }k k k k kh h z± ± ± − += + −     [11]

 For second order accurate scheme in time is obtained using the second order total 
variation diminishing (TVD) method as Equation 12:
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where ˆ( )i k k k
ki

tH F n τ∆
Φ = − ⋅ ∆

∆ ∑  is the process of the numerical fluxes, the superscript 1 

and 2 are the iteration steps. The TVD method can help reduce oscillation in the solution. 
Moreover, in order to ensure stability, we also used a semi-implicit method for the 

friction forces (Delestre et al., 2008) as Equation 13:
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For boundaries conditions, the opened boundaries conditions were used in this work 
as Equation 14:
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, , ,m n m n m n m nh h u u v v z z= = = =     [14]

where the subscripts m is the spatial index of the boundary cells, and n are referred to as 
fictitious cells outside the computational domain.

This numerical algorithm is more efficient because it reduces the number of 
computational grid cells and computational times while preserving accuracy. The content 
in detail of the numerical schemes and algorithms for our software has been proposed by 
Busaman (2014). The adaptive tree grid finite volume algorithm was used in this work for 
solving SWE for Mae-suai dam-break simulation for each initial dam water levels of 472 
to 509 meters. These initial water levels were set following historical data from Mae-suai 
dam, which were 427m for the lowest water level and 509m for the spillway level. The 
SWE simulation results set would be adopted for finding the relationship between the arrival 
times and maximum water depths using polynomial models as presented in the next section.

Arrival Time Model

For arrival times, we created a model using a 5-degree polynomial applied for each grid 
point. The arrival time is shown by Equation 15:

5 4 3 2
, 5, , 4, , 3, , 2, , 1, , 0, ,( )i j i j i j i j i j i j i jA W W W W W Wβ β β β β β= + + + + +  [15]

where Ai,j(W)  is the arrival time at each grid point ( i , j )  for an initial water level in the 
dam W and β0, i , j , β1, i , j,. . . , β5, i , j are the coefficients of the model for each ( i , j ) .

Maximum Water Depth Model

The maximum water depth can be modeled using a 5-degree polynomial applied for each 
grid point. The maximum water depth is shown in Equation 16: 

5 4 3 2
, 5, , 4, , 3, , 2, , 1, , 0, ,( )i j i j i j i j i j i j i jM W W W W W Wγ γ γ γ γ γ= + + + + +  [16]

where Mi,j(W)  is the maximum water depth at ( i , j )  for an initial water level in the dam 
W and 0, , 1, , 5, ,, , ,i j i j i jγ γ γ  are the coefficients of the model for each ( i , j ) . 

Flow Diagram of Simulation

This simulation was divided into two parts as shown in Figure 1. The first part was the 
SWE simulation for initial dam water levels of 472 to 509 meters, and consisted of 4 steps 
as follows. Step 1: solving the results from SWE for each initial water level in the dam. 
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Step 2: storing the arrival times and maximum water depth of the results in step 1 for each 
initial water level in the dam. Step 3: using least squares for parameter estimation of the 
coefficient value in the polynomial Equations 5 and 6 for each grid point (i, j), and Step 
4: storing the coefficient values in a database for implementation in the second part. For 
the second part, there are 4 steps. Step 1: allowing the user to define inputs, which are the 
initial water level in the dam and flood after time the dam-break. Step 2: to approximate 
the arrival times and maximum water depth using the polynomial models stored in the 
database from Step 4 part 1. Step 3: to generate a flood risk map using the polynomial 
model results. Finally, Step 4 shows the flood risk map results to the user.

Simulation for Mae Suai Dam-Break flood

The simulation used digital terrain data 54,000 m × 54,000 m, generated from the SRTM 
data source. The data grid size was 600 × 600 cells. The location of Mae Suai dam and the 
land use map for this simulation is shown in Figure 2. Each of the grid cells are defined using 
Manning’s coefficients by land use types as shown in Table 1 (Hunukumbura et al., 2007). 

For the numerical solutions, the shallow water equations were solved using 
the adaptive finite volume method. The simulation was performed on the domain 

Figure 1. Flow diagram of simulation
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of adaptive tree grid, set as follows. There were 4 tree grid level with resolutions  
1800 m × 1800 m, 360 m × 360 m, 180 m × 180 m and 90 m × 90 m for levels 1, 2, 3 and 4, 
respectively. Therefore, level 1 had the initial grid containing 30 × 30 cells. The topography 
values were provided for levels 1-4. The tree grid cells for children were designed as 5 × 
5, 2 × 2 and 2 × 2 for levels 1, 2 and 3, respectively, while level 4 cells had no children. 
The numerical experiment was simulated for 36,000 seconds with the boundary conditions 
defined as open boundaries.

In order to validate and evaluate the shallow water model and the program for dam 
break flood events, the program was used to simulate the water flow after the Xe-Pian dam 
break that occurred in Laos on 23 July 2018. We also simulated the Mae Suai dam-break 
flood for various initial water levels in the dam.

Figure 2. Location of Mae Suai dam and land use map for this simulation

Table 1 
Manning’s coefficients for land use type

Land use type Coefficient Land use type Coefficient
Intact forest 0.80 Tree crops 0.17
Disturbed forest 0.80 Built-up 0.011
Plantation forest 0.80 Miscellaneous 0.01
Paddy field 0.17 Water body 0.01
Upland crops 0.06
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RESULTS

Xe-Pian Dam-Break Flood Simulation

The simulation of Xe-Pian dam break was performed on the domain of digital terrain data 
16,200 m × 19,800 m, generated from the Shuttle Radar Topography Mission (SRTM) 
data source. We assumed that the free surface elevation of the reservoir behind the dam 
was 805m. The whole process took 5 hours to simulate the first 24-hour period of the 
flood event. In this experiment, we defined the Manning’s coefficient to be 0.035, where 
the boundary condition is considered as open following Busaman (2014).

For the initial grid of the simulation, the finest grid cells were generated at the 
boundary of the reservoir. The maximum tree grid level was 4 with resolutions of 720 
m × 720 m, 360 m × 360 m, 180 m × 180 m, and 90 m × 90 m for levels 1, 2, 3, and 4, 
respectively. Therefore, the initial grid level 1 had 70 × 95 cells. The topography values 
were automatically obtained via the bilinear interpolation. The tree grid cells for children 
were 2×2 for level 1-3, while no children from level 4 cells. 

The results are presented at different points in time as shown in Figure 3. The color 
bars at top left corner of each images indicate the depth of flooding (in meters). To check 
the accuracy of the model, we compared the simulation result with the satellite image as 
shown in Figure 4. The simulation of flooding area is nearly the same as that obtained 
from the satellite image. This suggests that the simulation program is reasonably accurate 
and has potential for practical usage. 

Mae Suai Dam-Break Flood Simulation

We simulated the Mae Suai dam-break flood for various initial water levels in the dam. The 
initial minimum and maximum water levels from the mean sea level in the dam were set 
for each simulation from 472 m (lowest water level) to 509 m (spillway level). Therefore, 
the 38 SWE solution sets were simulated by adaptive grid finite volume method related 
to initial water level from 472 to 509 m using 1-meter increments for each simulation. 
Some examples of the dam-break simulation for different initial water levels in the dam 
are illustrated in Figure 5.

From Figure 5, it can be seen that the flood results depended on the initial water level 
in the dam. By this reasoning, we used the relation between polynomial modeling and 
simulation results to model the flood risk information regarding arrival times, maximum 
water depths and flood map. The details of the modeling and results are presented in the 
following section.

The simulation result, obtained by the SWE, were estimated using polynomial 
modeling (Equation 4). In Figure 6, comparisons between the polynomial models and the 
SWE simulation results are shown for arrival times (left panel) and maximum water depth 
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Figure 3. Simulation results of Xe-pian dam break at different points in times (0, 30 minutes, 1 hour, 2 hours, 
4 hours, 8 hours, 12 hours and 24 hours). Depth of flooding (in meters) is shown in the legends
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Figure 4. Comparison of the numerical simulation (left) and the satellite image (right) for the Xe-Pian dam 
break in Laos

Figure 5. 3D visualization of dam-break flow simulation at 36000 seconds for different initial water levels: 
490 m (left), 500 m (middle) and 509 m (right).

(right panel). Figure 6 shows that the arrival times and the maximum water depth from the 
polynomial model are consistent with the SWE simulation.

In this section, the results of the flood map prediction are presented. We used the 
polynomial models to predict and visualize the flood map of Mae Suai dam break for 
an initial water level in the dam set at 505.5 meters. To assess the accuracy of the SWE 
simulation, the color in each grid cell was compared with each corresponding grid cell from 
the flood map created by the polynomial model. The comparison is that if the simulation 
time is greater than the flow arrival time at the cell, the flood area is expanded to the cell, 
and colored by its maximum water depth value. Figure 7 shows results for the polynomial 
model at various time points compared with the SWE simulation. As the two results are 
very similar, the polynomial model can be used to predict areas at high risk of flooding. 
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For quantitative comparison, we calculated the mean relative absolute error between the 
polynomial model and the SWE simulation for arrival time and maximum water depth. The 
mean relative absolute error of arrival time was 12.01%, while maximum water depth was 

Figure 6. Comparison of arrival times (left) and maximum water depths (right) obtained by the polynomial 
model and the SWE simulation.

Figure 7. Visualization of flood map using polynomial model (top) and SWE simulation (bottom) for each 
time point: 1500 second (left), 6,000 second (middle), 36,000 second (right)



Flood-Modeling and Risk Map Simulation for Dam-Break

675Pertanika J. Sci. & Technol. 29 (1): 663 - 676 (2021)

2.81%. Thus, the accuracy of the polynomial model compared with the SWE simulation 
was 87.99% for arrival time results and 97.19% for maximum water depth results. 

CONCLUSION

In this study, we validated the shallow water equations with an adaptive tree grid finite 
volume algorithm using the Xe-pian dam-break flood simulation. The numerical results 
of the water propagation was in agreement with the satellite image. This shows that the 
numerical algorithm has the potential for dam-break flood simulations. The numerical 
algorithm can thus be used to simulate the Mae Suai dam-break flood for various initial 
dam water levels. The result sets were approximated using a polynomial model and the 
results were similar to the results from the SWE. Moreover, the flood risk map can be 
generated using the arrival times and maximum water depths models. A comparison of 
the flood risk map created by the polynomial and SWE models were similar, indicating 
that the polynomial model can be useful for Mae Suai dam-break flood risk assessment 
and flood preparation. The proposed method is more efficient and a flood risk map can be 
obtained without the need to fully solve the shallow water equations. The method can also 
be applied for other dams and floods in regions where information of that area is available.
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ABSTRACT 

Edible Bird’s Nest (EBN) has been used as a health modulator for many centuries. Nutrient 
degradation in EBN always happen during cleaning process due to many factors such as 
temperature and long soaking time in water. The present study attempts to find the difference 
between unclean and cleaned EBN in their amino acid composition. A total of 65 EBN 
samples were collected directly from swiftlet premises in 13 states of Malaysia to ensure 
the coverage of geographical location differences. A standardized cleaning method had 
been adapted from the industry to clean the collected EBN sample in the lab. Then it was 
analysed for amino acids composition. After that OPLS-DA multivariate model was used 
to discriminate the unclean and cleaned EBN on 18 types of amino acids composition. 
The model was robust with classification and predictive ability of 76.1% and 64.5%, 
respectively. The model was further validated with sample blind test and 100% of the sample 
was accurately fall into their respective cluster, unclean and cleaned EBN. The findings 

suggest that three major amino acids with 
the highest VIP value were Aspartic acid, 
Methionine and Glutamic acid and proposed 
as the marker for discriminating the unclean 
and cleaned EBN.

Keywords: Cleaning process, edible bird’s nest (EBN), 
orthogonal partial least square discriminant analysis 
(OPLS-DA)
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INTRODUCTION

Edible Bird’s Nest (EBN) is produced by the regurgitated secretion of swiftlets, Aerodramus 
fuchiphagus (Shim et al., 2016). It is a delicacy and food tonic that is popular, especially 
among the Chinese community all over the world. It has been used as a Traditional Chinese 
Medicine (TCM) since the Tang Dynasty (618-907) A.D (Lim, 2007; Marcone, 2005). 
According to the Compendium of Materia Medica “Ben Cao Gang Mu” written by Li 
Shizhen, EBN is an energy tonic that reinforces energy, nourishes lung, helps to maintain a 
youthful and radiant complexion (Li & Wu, 2010). Yida et al. (2015) reported that Chinese 
also used EBN for general well-being purpose such as, fasten the recovery of postpartum 
for women, enhance renal function, boost the immune system, regulate blood circulation, 
increase energy and also increase metabolic rate. 

EBN is a very complicated industry that involving too many uncertainties, parties, 
location, or even bird’s species are not certainly clear. Apart from the variance that is not 
able to control by humans such as swiftlets habitat, location and environmental factor, 
some areas should be closely monitored, and stringent guideline should be recommended 
to industries. It is the ‘gray area’ that many malpractices including adulteration and 
negligent handling of this precious health modulating animal bioproduct especially 
during the cleaning process. Previously the composition of EBN nutrients was based on 
different colors, production sites and geographical origins (Halimi et al., 2014; Lukman 
& Wibawan, 2018; Norhayati et al., 2010; Saengkrajang et al., 2013; Seow et al., 2016a; 
Seow et al., 2016b). However, none of these literatures reported the difference content in 
EBN on unclean and cleaned. The focus should be aimed at the content to provide a clearer 
understanding on its content. Further investigation on unclean and cleaned EBN should 
also be researched to see the nutrient change and provide as a guideline to the industries 
on cleaning or processing to enhance EBN content.

During the early 70’s, EBN cleaning industries was a highly kept secrets, and no 
information was able to obtain from any source including literature. When the house 
variety of EBN emerged and became popular in the 80’s, the EBN cleaning process has 
become an industry need. Due to lack of research and development, the industry through 
trial and error searched for an effective cleaning method without considering much on EBN 
nutrient changes. During that time or earlier, the well-known bleaching technique used a 
bleaching agent to “clean” the EBN. By using this bleaching technique, the fine feather was 
bleached to off white and resemble EBN colour. It is efficient, fast, and economy despite not 
knowing the biochemical properties change and bleaching chemical residual, toxicity and 
other problem lying beneath. This technique, however, is bad for the consumer. Eventually 
the cleaning method became unacceptable. Other problem includes excessive soaking in 
water, steaming and even boiling during the cleaning process might affect some nutrient 
content change in EBN. It has been reported that EBN is sensitive towards heat, and the 
composition of its active compounds could be changed (Shim et al., 2016).
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The cleaning process of EBN may trigger the breakdown and denaturation of the 
polymer such as protein and carbohydrate into amino acids and saccharide, respectively 
(Chua et al., 2015). It causes the inaccuracy in quantify of the polymer. Based on the 
literature study, protein is the main component that plays an important role in regulating 
some metabolism or pathway which contribute to the therapeutic effects (Abidin et al., 
2011; Chua et al., 2015; Chua et al., 2013; Chua & Zukefli, 2016; Wong, 2013). Amino 
acids are the building block of protein, and these compounds can be a promising indicator 
for the classification of EBN (Chua et al., 2015; Quek et al., 2018). Results from various 
researchers and our study have shown that there are 18 types of amino acid detected from 
EBN and it is well established (Hun et al., 2015; Marcone, 2005; Su et al., 1998). The 
quantification and qualification of the amino acids are more accurate compared to protein. 
It is because protein is not stable and easily degraded at high temperature (Chua et al., 
2015; Chua et al., 2013). However, at higher temperature (too high), the amino acids itself 
will denature thus indicating the EBN is over-process and do not have any protein-related 
nutrient in EBN (Erik et al., 2015). Despite all these discoveries, little is known on the 
content changes of unclean and cleaned EBN, and to date, the scientific evidence-based 
studies on this topic have yet been reported. The data on the amino acid composition of 
unclean and cleaned EBN may give some insights for the better understanding of EBN 
cleaning process. It is also extremely important to preserve the valuable content of this all 
rounded therapeutic compound. 

This study aimed to investigate the changes of amino acids composition before and 
after the cleaning process and further identify the amino acids markers for unclean and 
cleaned EBN. This present study also revealed the distribution of important amino acids. A 
novel classification method using Orthogonal Partial Latent Square Discriminant Analysis 
(OPLS-DA) to categorise the unclean and cleaned EBN samples based on its amino 
acid composition. It is the first study to be reported on an attempt to use the amino acids 
composition in EBN to differentiate the unclean and cleaned EBN. This finding can be a 
reference for EBN industries in order to check on their incoming and outgoing product 
quality. Also, the authority could use these amino acids composition to be a standard to 
inspect on the malpractice of EBN processors.

MATERIALS AND METHODS

Sample Preparation

A total of 65 EBN samples were collected on 1st January to 31st December 2016 from 
different states in Malaysia (5 for each state) to ensure the coverage of geographical location 
differences. The source for EBN could be an important factor in confirming the variant 
in EBN constituent. The sample collected from the swiftlet premises were labelled with 
Radio Frequency Identification marked by Department of Veterinary Services Malaysia. 
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However, the identification number is not disclosed here to protect the premises owner’s 
privacy. All samples collected were genuine and directly from the licensed swiftlets 
premises at a different location that has been used as the reference standard. There were two 
similar sample set of ENB, consisted of 65 sample each. The first set of EBN undergone 
the cleaning process with the method according to Good Manufacturing Practice (GMP) 
of industrial cleaning method [Raw-Unclean and Raw-Clean Edible Bird’s Nest (MS 
2333:2010)], labelled as cleaned EBN sample. Other set of EBN sample did not go through 
any cleaning process, labelled as unclean EBN sample. The sample that had undergone 
cleaning process was ensured to be same as unclean EBN for analysis. This ensured that 
unclean and cleaned EBN were from the same source and minimized the location variant.

Cleaning Method 

Good Manufacturing Practice (GMP) of industrial cleaning method [Raw-Unclean and 
Raw-Clean Edible Bird’s Nest (MS 2333:2010)] was adapted and standardized for all 
samples. Briefly, the collected EBN was moisturized with reverse osmosis water, and a pair 
of forceps was used to separate the feathers, eggshells, dirt and other impurities by human 
labour. After the cleaning process, the EBN was dried in the oven (Memmert, Schwabach, 
Germany) at 45°C for 2 hours. The total sample for this study was 130 samples, consisting 
of 65 unclean and cleaned samples each.

Amino Acids Analysis 

All amino acids detection was carried out using acid hydrolysis method except Tryptophan. 
(Oda et al., 1998; Su et al., 1998). 0.3 g of ground EBN samples were weighed and 
transferred into hydrolyzing bottles. 15 ml of 6 N HCl was added and sealed tightly. Then, 
the samples were hydrolyzed in a convection oven (Memmert, Schwabach, Germany) for 
24 h at 40°C.

While Tryptophan was determined by using alkaline hydrolysis because it is not stable 
and may destroy in acid condition (Reverter et al., 1997). The ground EBN (0.1 g) was 
placed in an evacuated tube and added with 15 mL of 4.3N lithium hydroxide (LiOH.
H2O). The mixture was flushed with N2 gas and heated in an oven (Memmert, Schwabach, 
Germany) at 120°C for 16 hours. The pH of the sample was adjusted to 4.5, with a diluted 
hydrochloric acid solution (0.1M). 

Derivation step of amino acids was done with the aid of AccQ.Fluor Reagent kit 
(Waters Corporation, Massachusetts, USA). The derivatized samples were filtered using 
syringe filter (0.45 µm pore size hydrophilic PVDF) before being injected into the Waters 
e2695 High-Performance Liquid Chromatography instrument (Waters Corporation, 
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Massachusetts, USA), fitted with AccQ. Tag 3.9 × 150 mm column (Waters Corporation, 
Milford, Massachusetts, USA). Then, the detection was done using a Waters 2475 
fluorescence detector (Waters Corporation, Milford, Massachusetts, USA) at 254 nm. 
All targeted compounds were identified base on the retention time of the corresponding 
standard. Then, they were quantified using the internal standard method adapted from 
Khaleduzzaman et al. (2008) except Tryptophan. The internal standard used was α Amino 
Butyric Acid (AABA). The quantity of Tryptophan in sample was compared to a calibration 
curve of Tryptophan standard.  

Statistical Analysis 

SPSS v20 for Windows (SPSS Inc., Chicago United States) was used to analyzed 
experimental data and subjected to independent sample T-test and Pearson Correlation 
analysis. 

Orthogonal Partial Latent Square Discriminate Analysis

The chemometric analysis was done using SIMCA software (version 14.1.0, Umetric, 
Sweden) while Orthogonal Partial Latent Square Discrimination Analysis (OPLS-DA) 
performed the classification. OPLS-DA is the supervised statistical analysis method that 
predicts the variable Y (unclean and cleaned EBN) by explanatory quantitative variables X 
(18 types of amino acids). It can separate the systematic variation in X variable into two-
part, one part is X variable correlated to Y variable; and second part is X variable orthogonal 
to Y variable, which does not contribute to discrimination of unclean and cleaned EBN 
(Blasco et al., 2015). The robustness of the model was interpreted after seven-fold internal 
cross-validation by cumulative goodness of fit (R2Y), goodness of prediction (Q2) and 
Cross-Validation Analysis of Coefficient Variance (CV-ANOVA) (Beauclercq et al., 2019). 

OPLS-DA model is statistically reliable if CV-ANOVA, p<0.05. The model can be 
interpreted as robust if the Q2 (cum)>0.4 and R2Y (cum)>0.5 (Blasco et al., 2015). Each X 
variable that contributes to the OPLS-DA model was summarized by Variable Importance 
Projection (VIP) value. High VIP value indicates, high contribution of the X variable to 
discriminate the unclean and cleaned EBN on the OPLS-DA model (Beauclercq et al., 
2019). High VIP value combining with small Jackknife confident interval can be potential 
marker to discriminate the unclean and cleaned EBN sample (Beauclercq et al., 2019). The 
basic method of Jackknife is by removing one sample in the dataset and replacing it with 
the blind sample in the population to recompute the mean and obtain the confident interval. 
The small Jackknife confident interval value indicates that the dataset is approximately 
correct and has no bias (Blasco et al., 2015).
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RESULT AND DISCUSSION

Amino Acids Composition

Figure 1 shows a typical chromatogram of EBN amino acids and ammonia obtained from 
the acid hydrolysate extract. There were 17 types of amino acids found in the analyzed 
EBN samples. However, ammonia was not accounted in this study as it is not an amino 
acid. Besides Figure 2 shows, the chromatogram of EBN sample from alkaline hydrolysate 
extract. Based on the result, all analyzed EBN samples contained Tryptophan.

Serine was the highest amino acid in unclean EBN with 3.72 ± 0.36 w/w% and 
followed by Aspartic acid with 3.51± 0.41 w/w% (Figure 3). Meanwhile, for cleaned EBN, 
Phenylalanine was the highest amino acid with 4.21 ± 0.32 w/w% and next most abundant 
amino acid was Serine with 4.06 ± 0.42 w/w% (Figure 3). These results agree with Ali et 
al. (2019), Chua et al. (2015) and Marcone (2005). Their analyses showed that the most 
abundant amino acids of EBN were Serine, Aspartic acid, and Phenylalanine.

This study found that Tryptophan, Methionine and Alanine were the lowest amino acids 
in both unclean and cleaned EBN (Figure 3). These results were in line with the previous 
finding from Ali et al. (2019) and Chua et al. (2015), where these three amino acids were 
among the lowest amino acids in EBN. However, this is contradicting to the previous study 
by Saengkrajang et al. (2013) which found that Methionine was the highest amino acid in 
EBN. One possible reason that could make the difference is due to the origin of the EBN 
collected and also the cleaning method employed.

Figure 1. Typical chromatogram of the 17 types of amino acids from acid hydrolysate EBN sample including 
the internal standard (AABA) and ammonia, adapted from Hun et al. (2020). Abbreviation: Asp, Aspartic acid; 
Ser, Serine; Glu, Glutamic acid; Gly, Glycine; His; Histidine; NH3, Ammonia; Arg, Arginine; Thr, Threonine; 
Ala, Alanine; Pro, Proline; AABA, Alpha Amino Butyric Acid, Cys, Cysteine; Tyr, Tyrosine; Val, Valine; Met, 
Methionine; Lys, Lysine; Ile, Isoleucine; Leu, Leucine; Phe, Phenylalanine
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Effect of EBN Cleaning Process in Amino Acids Content

The results obtained revealed that the total amount of amino acid content in cleaned EBN 
was significantly higher (p<0.05) compared to unclean EBN with 44.8 ± 1.05 w/w% 
(n=65) and 40.4 ± 1.32 w/w% (n=65) respectively. Figure 3 shows 18 amino acids content 
in unclean and cleaned EBN samples. From the result obtained, this study shows that 
the cleaning process affected the amino acids content in EBN. This study revealed most 
individual amino acid content increased after cleaning process except Lysine, Aspartic 

Figure 2. Typical chromatogram of Tryptophan in EBN sample from alkaline hydrolysate extract

Figure 3. Amino acids composition of unclean and cleaned EBN. The data shown the mean of 65 independent 
samples ± Standard Deviation (SD). Asterisk (*) represent significant difference between unclean and cleaned 
EBN (p<0.05)
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acid, Glutamic acid, Alanine and including Tryptophan, although it showed very little 
difference in content. The increment of amino acids content could be due to the key factor 
of drying temperature (40oC) during the cleaning process that breakdown the protein into 
amino acids. The heat could cause additional energy that changed the protein structure, 
characteristic and molecule arrangement (Mauer, 2003). This present study is in agreement 
with Aluko (2018) that found the optimum temperature to breakdown the protein into amino 
acids was between 37oC  to 50oC . 

There are some amino acids content decreased significantly after the cleaning process 
including, Lysine, Aspartic acid, and Glutamic acid. According to Erik et al. (2015), Aspartic 
acid and Glutamic acid are categorized under charged and acidic amino acid and, these 
types of amino acids contain high propensity and energetically favorable contact with 
water Furthermore, data from  Del et al. (2009)., found that, these amino acids contained 
lateral chain that allowed the formation of zwitterionic function to solubilize the amino 
acid in water. The zwitterionic formed when an amino acid has the amino group (negative 
charge) and carboxylic group (positive charge) in ion form. During the cleaning process, a 
large amount of water was in contact with the EBN for 5-6 hours. This could be the major 
reason that promotes Aspartic acid and Glutamic acid to dissolve into water. Tripathy et 
al. (2018) revealed that Glutamic acid had good solubility in water compared to other 
amino acids, and it could be leached when contact with water during the cleaning process 
of EBN. Lysine in cleaned EBN was also significantly lower compared to unclean EBN.  
This might due, this amino acid is sensitive to multi stimuli such as temperature and pH 
(Tripathy et al., 2018). A study done by Tulbek et al. (2017) found that, the Lysine content 
in cooked pea bean was significantly lower compared to uncook pea bean. It could be the 
reason that, why Lysine content decreased after the cleaning process.

The EBN cleaning process has made the content of the amino acids changed 
significantly (Figure 3). This showed that it is important to monitor the key compound 
of EBN before and after the cleaning process. There were 15 amino acids that changed 
significantly, and only 3 are not. Further research on the molecular level could be explored 
to find the theory behind this. 

Discrimination of Unclean and Cleaned EBN

The OPLS-DA model performance was based on 18 types of amino acids content from 
unclean and cleaned EBN. Figure 4 shows 85% of the randomly selected original data (55 
samples each from both classes, 110 samples) as a predictive model and remaining 15 % of 
the sample was used for testing set to project into predictive model to validate the accuracy 
(Seow et al., 2016a). The predictive variation given by (R2Xcum) between X (amino acids) 
and Y (EBN sample), the best model used five components, and interprets 95 % of the total 
variation in X. OPLS-DA developed a three-component model based on the data set. In 



Differentiation Unclean and Cleaned EBN

685Pertanika J. Sci. & Technol. 29 (1): 677 - 691 (2021)

addition, robustness of the model explained by 76.1 % of the differences between the two 
groups (R2Ycum), clearly separating the unclean and cleaned EBN samples. The model has 
high predictive ability with 64.5 % (Q2

cum) and it was validated by cross-validated variance 
analysis (CV-ANOVA) with a P-value of 6.07/1020. Seven-fold cross-validation used as 
internal validating method to validate the prediction ability of the model (Beauclercq et al., 
2019). Figure 4 shows, the model plot of score scatters indicate that sample classification 
was highly sensitive to classified unclean and cleaned EBN. Repetitive dots of different 
groups mapped on OPLS-DA model score plot showed a strong separation suggesting 
that the unclean and cleaned EBN could be differentiated based on their respective amino 
acids observed. 

Several studies have reported on the application of OPLS-DA method to classify the 
distinctive category of the sample (Cavanna et al., 2019; Phua et al., 2014; Song et al., 
2013). This shows that the OPLS-DA is robust and reliable to separate the sample according 
to the specific category. Phua et al. (2014) reported an important discovery where they 
classified the colorectal cancer cell and the healthy cell based on the metabolite compounds 
by using OPLS-DA. Cavanna et al. (2019) successfully classified the chicken egg based on 
its freshness. The most recent application of OPLS-DA on EBN sample was reported by 
Seow et al. (2016a) where they successfully discriminated the cave and house EBN with 
predictive power (Q2

cum) of 76.1%. The developed OPLS-DA model from our study and 
Seow et al. (2016a) can be used to classify unknown EBN sample in future.  

Figure 4. OPLS-DA model score plot for 85% training set (n=110) of 18 variables (amino acids) for unclean 
and cleaned EBN sample. A score plot for unclean EBN (n=55, green dot) and cleaned EBN (n=55, blue dot) 
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Figure 5 shows the loading plot of the model, where variable was expressed differently 
between unclean and cleaned EBN samples to confirm the score plot result. Five amino 
acids Lysine, Aspartic acid, Glutamic acid, Alanine and Tryptophan are on the same side 
of the unclean class in the score plot of the model (Figure 4). It was shown that these five 
amino acids were dominant in unclean EBN. Data have shown that these five amino acids 
were reduced after the cleaning process (Figure 3).

Evaluation of Predictive Model Robustness and Maker Validation for 
Discrimination of Unclean and Cleaned EBN

The predictive model robustness was assessed by using external validation and the 
remaining 15 % of the 130 EBN sample as a testing set. They have been treated as 
‘unknown’ sample to validate the sample classification in exact cluster and not overfitting 
to the predictive model. The model classified all 20 samples correctly (Figure 6) and the 
10 each unclean and cleaned EBN samples were grouped into their respective clusters 
exactly. Blind test sample classification accuracy was 100%, and the ‘unknown’ EBN 
samples fall into their exact cluster. 

Figure 7 shows the value of Variable Projection Influence (VIP) suggested weightage 
of each variable within the model to effectively differentiate between the two classes on 
the basis of their differences. Variables that are weak predictive reliability, whether with 
low VIP value magnitude or with their Jackknife confidence interval crossing zero, are low 

Figure 5. Loading plot for OPLS-DA overview based on the OPLS-DA model including 18 type of amino acids
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Figure 6. Predicted score plot for 15 % testing set and 85 % of training set of EBN samples. A total of 20 
unclean and cleaned samples test set fell into their accurate classes

Figure 7. Variable on Projection (VIP) plot of OPLS-DA with Jackknife confident interval. The variables were 
sort from the highest to lowest VIP value. The highest VIP value indicates the most important variable for 
discriminating unclean and cleaned EBN sample into the OPLS-DA model score plot
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reliability in prediction and not robust  (Seow et al., 2016a). VIP was then used to select 
those compounds possessing the highest discrimination i.e. unclean and cleaned potential 
in the predictive model (VIP score > 1). The three highest VIP variables namely Aspartic 
acid, Methionine and Glutamic acid were proposed as primary markers that could be used 
to differentiate unclean and cleaned EBN (Blasco et al., 2015; Marcone, 2005; Senizza et 
al., 2019). Based on the predictive model and the blind test results, the primary markers 
are valid.

CONCLUSION

The EBN cleaning process has changed the amino acid composition of EBN. It was found 
that only Glutamic acid, Aspartic acid, and Lysine were significantly decreased after the 
cleaning process whereases the others have increased. Eighteen types of amino acids were 
found in both unclean and cleaned EBN samples. EBN can be differentiated between 
unclean and cleaned based on their amino acid composition. The model developed has 
successfully distinguished and further classified the EBN samples into unclean and cleaned 
classes based on amino acids composition. Aspartic acid, Methionine and Glutamic acid can 
be used as the markers with the highest discriminative weightage to distinguish between 
the unclean and cleaned EBN samples according to its class as proposed by the model 
developed in this study.
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ABSTRACT

Natural fibre has been conventionally and widely utilised as a sound absorber in order 
to replace the traditional synthetic absorber materials. In this study, coir fibre (CF) was 
prepared as an acoustic absorber and subjected to an additional surface treatment by using 
sodium hydroxide (NaOH) at various concentrations ranging from 1% to 8%. This was 
geared towards analysing the effect of alkalisation on the fibre morphology, diameter, 
and changes occurring in the CF functional groups, thus resulting in enhanced sound 
absorption properties. To this end, the fibre surface was analysed using a scanning electron 
microscopy (SEM) to study the surface morphology of treated and untreated CF materials, 
whereas the implementation of Fourier-transform infrared (FTIR) allowed an analysis of 
CF characterisation. The absorber sample was fabricated at a constant thickness of 45mm 
and a density of 0.4g/cm3 density prior to testing for the sound absorption coefficient (SAC) 
by using an impedance tube. The morphology of CF revealed the treated fibres to be free 
of impurities including lignin and hemicellulose layer, which were removed from their 
surface. This finding was supported by the peak changes observed on the FTIR spectra. 
Furthermore, the fibre diameter was reduced as the concentrations of NaOH increased. The 

results conclusively indicated that treated 
CF at the concentrations of 7% and 8% 
NaOH gained the highest SAC values across 
the low and high-frequency ranges, yielding 
an α coefficient average of 0.9 and above.

Keywords: Coir, fiber diameter, fourier transform 
infrared (FTIR), sodium hydroxide, sound absorption 
coefficient, surface morphology
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INTRODUCTION

Today’s modern era has resulted in the development of noise from the environment and 
transportation alike to become a source of pollution for mankind. As noise is inherently 
present in the physical surrounding, one cannot escape from this element; however, it 
should be noted that different people are not equally affected by the same noise. Regardless, 
excessive noise may affect human health and yield different psychological effects, which 
include insomnia, heart attack, and hypertension (Memon et al., 2015; Shiney & Premlet, 
2014). Collectively, these problems lead to public awareness and concerns regarding noise 
pollution. Following this, demands for a solution in order to counter-act against such issue 
has been raised, underlining the need for proper noise control to ensure human comfort, 
especially in a building compartment. To this end, improving the human quality of life 
and growing general awareness towards the environment have spurred much interest in 
sustainable materials such as natural fibre by previous researchers as the sound-absorbing 
materials as opposed to traditional synthetic materials, such as glass wool, minerals fibres, 
and fibreglass. In fact, the recent decades have been associated with natural fibre and its 
popularity over synthetic fibre due to its low cost, lightweight attribute, ample supply as 
a natural and renewable resource, and good mechanical properties (Berardi & Iannace, 
2015). This allowing the increasing development of more sustainable materials and support 
sustainability initiative. Additionally, natural fibre is a fibrous material, which can result 
in porous sound-absorbing materials offering excellent acoustic absorption attribute at a 
high-frequency range (Tang & Yan, 2017).

According to Abdullah et al. (2015) higher fibre volume yields better absorptive 
properties compared to a lesser fibre volume of banana fibre and sugarcane bagasse fibre. 
Moreover, the combination for both types of fibre show a beneficial outcome in sound 
absorption improvement compared to a single fibre usage. Meanwhile, Santoni et al. (2019) 
had  assessed the effect of treatment on the physical characteristics of a material and the 
effect of sound absorption performance when utilising hemp fibre. They found, finer fibre 
diameter due to the treatment increased the sound absorption coefficient compared to thicker 
fibre diameter. In another study, Taban et al. (2019) found that coir fibre with thickness 
45 mm produced higher sound absorption than thinner sample of 25 mm and 35 mm with 
SAC value of 0.97 at 1000 Hz. Next, the introduction of air gap during the experimental 
analysis at 10, 20, and 30 mm resulted in a significantly increased SAC at a low-frequency 
range. Same observations made by Ying et al. (2016), where the thicker samples and the 
introduction of air gap exhibited higher sound absorption of coir fibre.

Theoretically, natural fibres are commonly known as a lignocellulosic material 
predominantly made up of cellulose, which is the most abundant biopolymer component 
present on earth (Kabir et al., 2012; Naidu et al., 2017). It can also be defined as a fibrous 
material due to its complex internal structure, thereby forming the cell wall of a plant 



Effect of NaOH on Coir Fibre to Enhance Sound Absorption

695Pertanika J. Sci. & Technol. 29 (1): 693 - 706 (2021)

(Hassan & Badri, 2014). Despite natural fibre being acknowledged with properties such 
as good mechanical attributes, easy processing, occupational health benefits, and reduced 
environmental effect (Chandramohan & Marimuthu, 2011), it is also associated with 
various well-documented drawbacks. Such disadvantages include moisture absorption, 
low thermal stability, and poor compatibility with a hydrophobic polymer matrix (Akhtar 
et al., 2016). To counter-act the aforementioned weaknesses, several studies have opted 
to investigate the properties of natural fibre for its improvement, namely via natural fibre 
surface modification by using either physical, chemical, or biological treatment. 

Nevertheless, alkali treatment by using sodium hydroxide (NaOH) is well-known as a 
commonly employed chemical treatment for natural fibre and typically yields good fibre-
matrix adhesion and improves the thermal and mechanical properties of composite (Jayabal 
et al., 2012).  The reaction between NaOH and natural fibre is as shown in Equation 1.

Cell – OH + NaOH        Cell – O- Na+ H2O + surface impurities (1)

Alkali treatment of NaOH eliminate impurities and reduces diameter of fiber by removal 
the lignin ad hemicellulose layer on fiber surface (Senthamaraikannan & Kathiresan, 2018). 
Despite, NaOH treatment would also maximize the mechanical strength of kenaf fibre and 
PALF reinforced composites (Feng et al., 2020). Using 5% of NaOH solution, alkali-treated 
Ziziphus Mauritiana fibers improved on the surface roughness and influenced the bonding 
behavior due to the reduction of amorphous constituents (Vinod et al., 2020). 

Therefore, this current work focus to find an alternatate materials which was sustainable 
to replace synthetic sound absorber. Although a number of studies has been devoted towards 
exploring the usage of natural fibre as a sound absorber, the effect of its surface treatment 
via NaOH across different concentrations is seldom reported, especially in the context of 
Malaysian natural fibre and natural fibre waste. Hence, this paper attempts to observe the 
morphological changes of coir fibre structure and its fibre diameter changes after being 
subjected to NaOH treatment in order to enhance the sound absorption properties of 
coconut coir fibre (CF).

MATERIALS AND METHODS

Material Preparations

Raw CF was supplied by a local agricultural waste supplier, namely Sarjani Agro Shop 
Sdn. Bhd. located in Sri Medan, Batu Pahat. The CF sample was then cut to a shorter 
length of ± 2 cm to 5 cm for easy processing during the fabrication stage. To analyse the 
morphological and chemical changes occurring in the fibre structure and their effects 
towards sound absorption performance, the CF sample was treated using NaOH of different 
concentrations. Therefore, the control sample consisted of untreated coir fibre, while eight 
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different concentrations of NaOH were utilised, namely 1%, 2%, 3%, 4%, 5%, 6%, 7%, 
and 8%, respectively. Next, the fibre-to-solution ratio was set to 1:20 so as to ensure the 
fibres were fully submerged in the NaOH solution and soaked for two hours. Following 
this, they were washed under running water for several times to eliminate any NaOH 
residue on the fibre strands, until no change in colour was observed in the drained water. 
Subsequently, the process of drying the fibres commenced, which was done under the sun 
for 2 to 3 days depending on the weather condition, before they were oven-dried for 30 
minutes at the heating temperature of 110°C ± 5°C.

Sample Preparation

In this study, 15% of urea formaldehyde (UF) was utilised as the main adhesive material for 
the formation of the acoustic samples (Nasidi et al., 2018). It was provided by Evergreen 
Adhesive & Chemical Sdn. Bhd., which is a prominent company specialising in wood-
working adhesives and located at Parit Raja, Batu Pahat, Johor. Then, the CF sample 
was fabricated at a constant density of 0.4 g/cm3 and 45 mm thickness (Samsudin et al., 
2017). In particular, two sample diameters were fabricated, specifically 28 mm and 100 

Figure 1. CF sample

mm, which were then fit into the prepared mould and 
compressed by using a hot compression machine for 
15 min at 180°C using 1000 psi. Following this, the 
samples were removed from the machine and left 
at room temperature for cooling down (Figure 1), it 
should be noted that this was done before they were 
taken out from the mould to prevent any damage. 
In total, six samples (three samples for the 29 mm 
diameter and theree samples for 100 mm diameters) 
for each concentration were subjected to testing in 
the impedance tube to determine their respective 
acoustic absorption coefficient.

Fibre Diameter

The diameter measurement of CF samples was carried 
out by using a Digital Microscope Image Analyser, 
whereby 100 single-fibre strands were randomly 
selected for each concentration of treatment. Due 
to their irregular shapes, measurement of a single 
fibre was carried out in three positions, namely at 
the top, middle, and bottom of the fibre (Sanjay et 
al., 2019). Every fibre measured was cut according 

Figure 2. CF under Digital Microscope 
Image Analyser
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to the average length of each fibre type in order to calculate its average diameter at the 
three aforementioned positions to yield the actual fibre diameter. Figure 2 shows the CF 
diameter measurement conducted using the Digital Microscope Image Analyser.

Surface Morphology Analysis
The element of CF surface morphology was examined in this study by employing a 
scanning electron microscopy (SEM) using HITACHI SUI510 model. Prior to observation, 
the samples were coated with gold three times for 90 s. Following this, the surface 
morphology analysis was carried out with an accelerating voltage of 15 kV and 63.0 uA 
emission, whereas the observation was undertaken at 500× magnification focused on the 
fibre structure and silica bodies present on its surface.

FTIR Analysis
Fourier-transform infrared (FTIR) is a cost-effective, rapid, non-destructive, simple, and 
appropriate tool for analysing the changes in fibre functional groups, whether in untreated 
or treated fibres alike. To this end, untreated and treated CF spectra were determined 
accordingly using Perkin Elmer FTIR Spectrometer LR 64912C, N3896, FTIR software 
V1.3.2 Perkin Elmer LX100877-1  made in the U.S.A., which was equipped with an ATR  
sample holder. To achieve this, the CF samples were ground into powder form less than 
100 microns, which  was next inserted into the powder plate until it covered the crystal 
glass and was slowly compacted. The process was carried out at a wavenumber ranging 
between 4000 cm-1 to 600 cm-1 and operated at a resolution of 4 cm-1, whereby 32 scans 
were collected for each sample.

Sound Absorption Test
The next phase consisted of CF sample measurement by using an impedance tube in 
accordance to BS ISO 10534-2 in order to measure the sound absorption coefficient (SAC). 
This equipment and its method of measurement are well-known as a simple approach, which 
is easily conducted and convenient in determining the α value. Measurement equipped with 
tubes (SCS9020B/TL), two-unit microphones, one speaker and one computer to analyse 
the data.  The process was carried out within the range of frequency from 100 Hz to 5000 
Hz in 1/3 octave band. In particular, the low-frequency range testing employed a large 
tube with a 100 mm tube diameter at the frequencies spanning from 100 Hz to 1600 Hz, 
whereas high-frequency range testing spanned from 1500 Hz to 5000 Hz by using a small 
tube with a 29 mm diameter tube size . Then, measuring the absorption coefficient in order 
to assess the sound absorption performance was done by placing a loudspeaker at one end 
of the impedance tube and a sample at its other end. During the testing, the sound waves 
were propagated within the tube to strike between the sample and sound source, which 
then reflected as a standing wave.
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RESULT AND DISCUSSION

Coir Fibre Diameter

Table 1 details a summary of the results obtained from laboratory measurements of the 
CF diameter. Physically, CF revealed an almost regular diameter along the entirety of the 
fibre strands. However, the measurement was also taken at three different locations of 
the strand, allowing the calculation of a mean value. The values in Table 1 reveal a larger 
fibre diameter for the untreated CF sample compared to the treated fibre. In particular, 
untreated CF yielded an average diameter ranging between 46.7 μm and 260.0 μm, whereas 
its average diameter value was 124.27 μm. A similar result had been reported by Chen et 
al. (2016) when bamboo fibres were subjected to varying concentrations of NaOH, while 
studies by Dittenber and Gangaroa (2012) and Geethamma et al. (1998) had observed 
their raw CCF diameter that ranged from 100 μm to 460 μm. Next, the mean CF diameter 
was reduced after the samples were treated with different concentrations of NaOH, which 
spanned from low to high concentrations. In particular, the diameter value was reduced 
by approximately 22.9 % when its values were juxtaposed across untreated fibre to those 
subjected to 8% NaOH concentration. Such decrement in fibre diameter is typically caused 
by the removal of lignin, which is generally found on the fibre surface (Hashim et al., 
2017). This is supported by Pouriman et al. (2017), whereby the average diameter of a 
single salogo fibre was reduced from 6.23 μm to 4.23 μm. Similarly, the alkali treatment 
subjected to the sample had removed some of the cellulose and lignin contents on the fibre 
structure, thereby causing the fibre diameter reduction. 

Figure 3 depicts the cumulative distribution of 100 fibre strands of CF. The findings 
clearly showed a decreased fibre diameter when the alkali concentrations were increased. 
Furthermore, untreated fibre and those subjected to 1% NaOH resulted in a larger fibre 
diameter, whereby the line in Figure 4 is located slightly to the right side. Meanwhile, 
fibres treated with 2% and 3% NaOH straddled the middle range between the thicker and 
thinner fibre diameters, whereas NaOH concentration increments from 4% to 8% yielded 
barely-seen changes in the fibre diameter. However, it should be noted that the 7% and 
8% NaOH concentrations were characterised with graph lines located at the outer part of 
the group on the left side.

Table 1
Range of diameter and average diameter of untreated and treated CCF samples

Fiber CF 0% CF 1% CF 2% CF 3% CF 4% CF 5% CF 6% CF 7% CF 8%
Range of 
diameter (μm)

46.7–
260.0

36.7– 
346.7

40.0– 
306.5

30.0– 
270.0

30.0– 
261.2

36.9– 
260.8

36.2– 
216.7

20.0– 
326.7

26.7– 
360.1

Average 
Diameter (μm) 124.3 123.9 112.9 105.9 104.8 103.4 101.1 98.8 95.8
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Surface Morphology of CCF

Figures 4 (a) - (i) reveal the surface morphologies of untreated and treated CF samples 
ranging from 1% to 8% NaOH concentrations, which were analysed using SEM. For 
example, the untreated CF fibre strand is shown in Figure 4(a) in which it is fully covered 
by impurities and has uneven surfaces. Besides, its components included pectin, wax, 
lignin, and silica bodies, which paralleled the observations of Ng et al. (2018). Removal 
of impurities could be seen as compared to the untreated fibers. It shows gradual changes 
in the effect of NaOH treatment on the coir fiber surface. Meanwhile, treated CCF samples 
subjected to NaOH concentrations ranging from 1% to 3% (Figure 4 (b)-(d)) showed a 
partial removal of the impurities, including silica bodies, which left tiny holes on the sample 
surfaces. These tiny holes are associated with the creation of microcompartments, which 
are good for sound dissipation purposes (Mercado et al., 2018). Therefore, this shows 
that a low concentration of NaOH does not significantly affect the removal of impurities 
present on the fibre (Hashim et al., 2017). Subsequently, an increased concentration of 
NaOH treatments subjected to higher concentrations from 4% (Figure 4(e)) to 6% (Figure 
4(g)) allowed the  remaining silica bodies to be completely removed. As a result, it created 
pores that appeared due to the removal of the silica bodies, which looked larger with an 
uneven depth. Similar findings had also been discovered by Ng et al. (2018), which further 
increased the mechanical bonding between the coir fibre and matrix during the fabrication 
proces (Karthikeyan et al., 2014). Additionally, some longitudinal pits were observed 
along the fibre strands assessed in this study, thereby paralleling the same phenomenon 
described by (Manjula et al., 2017). However, as the NaOH concentrations increased to 7% 
and 8% (Figure 4 (h)-(i)), these previously created pores disappeared almost completely. 
This may be attributable to the surface layer CF removal (Leão et al., 2015) Besides, the 

Figure 3. Cumulative distribution of CF
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morphological results indicated the CF fibres had rough surfaces and were clean from any 
impurities as the NaOH concentration was increased. To support the argument regarding 
alkali treatment effectiveness, FTIR spectroscopy was employed to investigate the structural 
changes observed on the CF sample surface before and after treatment.

Figure 4. SEM images on surface of CF : (a) CF0%, (b) CF1% (c) CF2%, (d) CF3%, (e) CF4%, (f) CF5%, 
(g) CF6%, (h) CF7%, and (i) CF8%
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FTIR Analysis

Figure 5 represents the FTIR spectra observed for the untreated and treated CF samples, 
ranging from 1% to 8% concentrations. First, the peak ranging from 3000 cm-1 to 3700 
cm-1 corresponded to the O – H stretching of hydroxyl groups (Krishnan & Ramesh, 
2013; Siakeng et al., 2018). In this study, the untreated CF gained its O – H peak at band 
3345 cm-1 in which the observations clearly and contrastingly depicted a significantly 
reduced intensity for alkali-treated sample. The diminished intensity may be attributed to 
the breaks of hydrogen bonding present in OH groups during the NaOH treatments (Yew 
et al., 2019). Meanwhile, the absorption band  corresponding to the C = O stretching of 
carboxyl and acetyl groups in the hemicellulose yielded the raw CF peak band at 1735 
cm-1. However, it disappeared when the fibres were treated with NaOH, which could be 
linked to hemicellulose solubility property in an alkaline solution and thus caused its 
disappearance (Yew et al., 2019). The same observations had also been made by Abraham 
et al. (2013), wherein a peak was present at band 1249 cm-1 for the untreated CF sample 
and attributable to the aromatic ring skeletal vibration and  C = O stretching of lignin. 
However, the peak for treated fibre samples was not completely removed; its intensity was 
merely decreased. Therefore, this is indicative of some lignin and hemicellulose content 
removed via the NaOH treatment from the fibre surfaces and supports the fibre diameter 
decrements outcomes observed after subjected to the treatment.

Sound Absorption Coefficient (SAC)

Figure 6 illustrates the sound absorption performance generated by untreated and NaOH-
treated CF samples, which range from 1% to 8%. The findings revealed that as the frequency 
increased, the SAC values were also amplified in line with the outcomes from (Taban et 

Figure 5. FTIR spectrum of raw and alkali treated CF
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al., 2019). Furthermore, the result shows that from, untreated and treated CF samples 
alike yielded superior acoustic absorption ability at the frequency ranging from 500 Hz to 
5000 Hz. Besides, the SAC values obtained for all samples were higher than 0.5, thereby 
indicating that over 50% of the incident sound was absorbed. The figure further shows that 
the peak absorption at a lower frequency region is gained by CF samples treated with high 
NaOH concentrations. In particular, samples subjected to 7% and 8% NaOH yielded α = 
0.98 at the frequency of 1250 Hz. Upon entering the middle frequency region, the SAC 
value for all CF samples was decreased, revealing the least absorptive value as low as 
0.72. In contrast, the highest sound absorption performance was obtained by an untreated 
CF sample in the middle frequency range, indicating its status as a good absorber from 
the middle to the beginning of the high-frequency range in comparison with treated fibres. 
Here, the SAC values recorded ranged from 0.83 to 0.96 at frequencies between 2000 Hz 
to 4000 Hz. Lastly, the high-frequency sector revealed the highest SAC values obtained at 
the higher NaOH concentrations (i.e. 7% and 8%), while other samples also observed an 
increased sound absorption performance. This outcome is significantly attributable to the 
finest diameter of fibre treated with the highest NaOH concentrations through the removal 
of impurities, lignin and hemicellulose layer on fiber surfaces, thus enhancing the SAC 
outcomes at the low and high-frequency ranges (Wang et al., 2015). Similar outcome was 
discovered by Samaei et al. (2020), where the decrement on fiber diameter due to NaOH 
treatment increased the sound absorption performances of kenaf fiber at constant thickness 
and density. Theoretically, fiber diameter was the one factor that influencing the sound 
absorption of fibrous materials. This was due to the more tortuous path and higher airflow 

Figure 6. Sound absorption performance of CF at different concentrations of NaOH treatment
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resistance caused by higher fibre volume needed to reach equal volume of fibre with same 
thickness and density (Seddeq, 2009). Further analysis was made to see the correlation 
between acoustical performances and fibre diameter of coir fibre. It was observed that 
there was a positive correlation between the two variables where r = 0.754. Overall, CF 
implementation led to good absorption performance and the material was thus considered 
a good absorber. 

CONCLUSION

In this work, CF was utilised as a sound absorber material, whereby its surface fibre 
was subjected to treatment using 1% to 8% NaOH concentrations. Accordingly, the 
morphological changes, fibre diameter, and fibre composition were observed and analysed in 
evaluating its characteristics and sound absorption performance. In brief, NaOH-treated CF 
samples yielded enhanced sound absorption performances in comparison with the untreated 
sample, whereby a higher NaOH concentration led to better performance. This is caused 
by its finer fibre diameter in which an absorber sample requires a higher amount of fibre 
to have the same weight as a thicker fibre sample, thus allowing more sound energy to be 
dissipated. Furthermore, the average fibre size decreased when the alkali concentrations 
were increased, whereas the surface morphology analysis revealed the partial removal of 
certain impurities at a certain amount from the fibre surface, which included lignin and 
hemicellulose. Up until 8% NaOH concentration, clear fibre was observed and supported 
further by the accompanying FTIR peak spectra results. Hence, the results obtained in 
this study suggested for the use of 7% and 8% NaOH concentrations in order to optimally 
implement a coconut fibre treatment approach geared for maximum sound absorption 
performance.
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Example (page 2): 

Fast and Robust Diagnostic Technique for the Detection of High Leverage Points 

Habshah Midi1,2*, Hasan Talib Hendi1, Jayanthi Arasan2 and Hassan Uraibi3 
1Institute for Mathematical Research, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, 
Malaysia 
2Department of Mathematics, Faculty of Science, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, 
Malaysia 
3Department of Statistics, University of Al-Qadisiyah, 88 -Al-Qadisiyah -Al-Diwaniyah, Iraq 

E-mail addresses 
habshah@upm.edu.my (Habshah Midi) 
h.applied.t88@gmail.com (Hasan Talib Hendi) 
jayanthi@upm.edu.my (Jayanthi Arasan) 
hssn.sami1@gmail.com (Hassan Uraibi) 
*Corresponding author 

List of Table/Figure: Table 1. 
Figure 1.

Author(s) may be required to provide a certificate confirming that their manuscripts have been adequately 
edited. All editing costs must be borne by the authors. 

Linguistically hopeless manuscripts will be rejected straightaway (e.g., when the language is so poor that one 
cannot be sure of what the authors are really trying to say). This process, taken by authors before submission, 
will greatly facilitate reviewing, and thus, publication.

MANUSCRIPT FORMAT 
The paper should be submitted in one-column format with 1.5 line spacing throughout. Authors are advised to 
use Times New Roman 12-point font and MS Word format. 

1. Manuscript Structure 
The manuscripts, in general, should be organised in the following order: 

Page 1: Running title 
This page should only contain the running title of your paper. The running title is an abbreviated title used 
as the running head on every page of the manuscript. The running title should not exceed 60 characters, 
counting letters and spaces. 

Page 2: Author(s) and Corresponding author’s information 
General information: This page should contain the full title of your paper not exceeding 25 words, 
with the name of all the authors, institutions and corresponding author’s name, institution and full address 
(Street address, telephone number (including extension), handphone number, and e-mail address) for 
editorial correspondence. The corresponding author must be clearly indicated with a superscripted 
asterisk symbol (*). 
Authors’ name: The names of the authors should be named in full without academic titles. For Asian 
(Chinese, Korean, Japanese, Vietnamese), please write first name and middle name before surname 
(family name). The last name in the sequence is considered the surname. 
Authors’ addresses: Multiple authors with different addresses must indicate their respective addresses 
separately by superscript numbers. 
Tables/figures list: A list of the number of black and white/colour figures and tables should also be 
indicated on this page. See “5. Figures & Photographs” for details.

Page 3: Abstract 
This page should repeat the full title of your paper with only the Abstract, usually in one paragraph and 
Keywords. 
Keywords: Not more than 8 keywords in alphabetical order must be provided to describe the content of 
the manuscript. 
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Page 4: Text 
A regular paper should be prepared with the headings Introduction, Materials and Methods, Results and 
Discussions, Conclusions, Acknowledgements, References, and Supplementary data (if any) in this order. 
The literature review may be part of or separated from the Introduction.

2. Levels of Heading 

Level of heading Format
1st LEFT, BOLD, UPPERCASE
2nd Flush left, Bold, Capitalise each word
3rd Bold, Capitalise each word, ending with . 
4th Bold italic, Capitalise each word, ending with . 

3. Equations and Formulae 
These must be set up clearly and should be typed double-spaced. Numbers identifying equations should be in 
square brackets and placed on the right margin of the text. 

4. Tables 
• All tables should be prepared in a form consistent with recent issues of Pertanika and should be 

numbered consecutively with Roman numerals (Table 1, Table 2). 

• A brief title should be provided, which should be shown at the top of each table (APA format): 

Example: 

Table 1 
PVY infected Nicotiana tabacum plants optical density in ELISA 

• Explanatory material should be given in the table legends and footnotes. 

• Each table should be prepared on a new page, embedded in the manuscript. 

• Authors are advised to keep backup files of all tables. 

** Please submit all tables in Microsoft word format only, because tables submitted as image data 
cannot be edited for publication and are usually in low-resolution. 

5. Figures & Photographs 
• Submit an original figure or photograph. 

• Line drawings must be clear, with a high black and white contrast.

• Each figure or photograph should be prepared on a new page, embedded in the manuscript for reviewing 
to keep the file of the manuscript under 5 MB. 

• These should be numbered consecutively with Roman numerals (Figure 1, Figure 2). 

• Provide a brief title, which should be shown at the bottom of each table (APA format): 

Example: Figure 1. PVY-infected in vitro callus of Nicotiana tabacum 
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• If a figure has been previously published, acknowledge the original source, and submit written permission 
from the copyright holder to reproduce the material. 

• Authors are advised to keep backup files of all figures. 

** Figures or photographs must also be submitted separately as TIFF or JPEG, because figures or 
photographs submitted in low-resolution embedded in the manuscript cannot be accepted for 
publication. For electronic figures, create your figures using applications that are capable of preparing 
high-resolution TIFF files. 

6. Acknowledgement 
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7. References 
References begin on their own page and are listed in alphabetical order by the first author’s last name. Only 
references cited within the text should be included. All references should be in 12-point font and double-spaced. 
If a Digital Object Identifier (DOI) is listed on a print or electronic source, it is required to include the DOI in the 
reference list. Use Crossref to find a DOI using author and title information. 

NOTE: When formatting your references, please follow the APA-reference style (7th edition) (refer to the 
examples). Ensure that the references are strictly in the journal’s prescribed style, failing which your article 
will not be accepted for peer-review. You may refer to the Publication Manual of the American Psychological 
Association (https://apastyle.apa.org/) for further details. 

Examples of reference style are given below:

Books
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Book/E-Book with 
1-2 authors

Information prominent’ (the author’s 
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(Starron, 2020)... 

Darus and Rasdi (2019) … 

Staron, M. (2020). Action research in software 
engineering. Springer International Publishing. https://
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… (Yusof et al., 2020) 
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… (Rivera, 2016) ... 

Or 

… Rivera (2016) ...
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Washington.

Conference/Seminar Papers

Conference 
proceedings 
published in a 
journal

… (Duckworth et al., 2019) … 

Or 

Duckworth et al. (2019) …
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Proceedings of the National Academy of Sciences, 
USA, 116(47), 23499-23504. https://doi.org/10.1073/
pnas.1910510116
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proceedings 
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I. Kotsireas, & P. Pardalos (Eds.), Lecture notes in 
computer science: Vol. 11353. Learning and intelligent 
optimization (pp. 225-240). Springer. https://doi.
org/10.1007/978-3-030-05348-2_21
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author
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… National Cancer Institute (2019) … 
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… (National Cancer Institute, 2019) … 
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… NCI (2019) … 
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… (NCI, 2019) …

National Cancer Institute. (2019). Taking time: 
Support for people with cancer (NIH Publication No. 
18-2059). U.S. Department of Health and Human 
Services, National Institutes of Health. https://www.
cancer.gov/publications/patient-education/takingtime.
pdf

8. General Guidelines 
Abbreviations: Define alphabetically, other than abbreviations that can be used without definition. Words or 
phrases that are abbreviated in the Introduction and following text should be written out in full the first time that 
they appear in the text, with each abbreviated form in parenthesis. Include the common name or scientific name, 
or both, of animal and plant materials. 

Authors’ Affiliation: The primary affiliation for each author should be the institution where the majority of their 
work was done. If an author has subsequently moved to another institution, the current address may also be 
stated in the footer. 

Co-Authors: The commonly accepted guideline for authorship is that one must have substantially contributed 
to the development of the paper and share accountability for the results. Researchers should decide who will 
be an author and what order they will be listed depending upon their order of importance to the study. Other 
contributions should be cited in the manuscript’s Acknowledgements. 

Similarity Index: All articles received must undergo the initial screening for originality before being sent for peer 
review. Pertanika does not accept any article with a similarity index exceeding 20%. 

Copyright Permissions: Authors should seek necessary permissions for quotations, artwork, boxes or tables 
taken from other publications or other freely available sources on the Internet before submission to Pertanika. 
The Acknowledgement must be given to the original source in the illustration legend, in a table footnote, or at 
the end of the quotation. 

Footnotes: Current addresses of authors if different from heading may be inserted here. 
Page Numbering: Every page of the manuscript, including the title page, references, and tables should be 
numbered. 

Spelling: The journal uses American or British spelling and authors may follow the latest edition of the Oxford 
Advanced Learner’s Dictionary for British spellings. Each manuscript should follow one type of spelling only.

SUBMISSION OF MANUSCRIPTS 
All submissions must be made electronically using the ScholarOne™ online submission system, a web-
based portal by Clarivate Analytics. For more information, go to our web page and click “Online Submission 
(ScholarOneTM)”. 

Submission Checklist 
1. MANUSCRIPT: 
Ensure your manuscript has followed the Pertanika style particularly the first-4-pages as explained earlier. 
The article should be written in a good academic style and provide an accurate and succinct description of the 
contents ensuring that grammar and spelling errors have been corrected before submission. It should also not 
exceed the suggested length. 
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